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Abstract

We introduce a new shrinkage variable selection operator which we term Adaptive Ridge Selector (ARiS). This approach is inspired by the Relevance Vector Machine (RVM) of Tipping (2001), which uses a Bayesian hierarchical linear model to do sparse estimation. RVM was originally introduced to obtain sparse solutions in the case of kernel regression where one has many highly correlated bases (features).

Extending the RVM algorithm, we include a proper prior distribution for the precisions of the regression coefficients along with a hyper-parameter to be chosen. Based upon this model, we derive the full set of conditional posterior distributions for parameters as would typically be done when applying Gibbs sampling. However, instead of simulating samples from the posterior distribution in order to estimate posterior means of quantities, we apply the Lindley-Smith mechanism (Lindley and Smith, 1972). This approach sequentially maximizes the conditional distributions, in order to find the joint maximum of the posterior distribution given the value of the hyper-parameter. An empirical Bayes method is proposed for choosing this hyper-parameter leading to ARiS-eB. Having moved from a Bayes argument, we also look at the problem from a penalized least squares estimation angle.

From the conventional viewpoint, the proposed method eliminates the need for combinatorial search techniques over a discreet model space, converting the model
selection problem into the maximization of the marginal likelihood over a one dimensional continuous space.

Close similarities exist between this estimator obtained and the lasso-type shrinkage estimators. The lasso (Tibshirani, 1996) and its variants, as will be thoroughly discussed, use 1-norm for regularization leading to sparse solutions. The estimator proposed here is contrasted with various other shrinkage estimators along with simulation studies and real data examples.

Inference is also possible using a very straightforward Gibbs sampling procedure after the active variables are determined in the model. The model is also extended to handle departures from normality in the likelihood.
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Chapter 1

Introduction

One of the most heavily studied problems in statistics is that of sparse estimation and model selection. Model selection typically refers to the class of problems known as regression where one tries to find a linear combination of basis functions which can be used to predict the outcome of a certain response variable. In choosing a model, a basic goal is the principle of parsimony or sparsity also known as Occam’s Razor*. By eliminating redundant variables, the model tends to predict more accurately as may be judged by applying the model to data outside the sample used to fit. Many approaches have been taken to penalize for the inclusion of redundant variables.

With the increasing computational power and various MCMC algorithms, the Bayesian approach to model selection has become increasingly popular. Although this approach appears to provide a comprehensive solution to the variable selection problem, the difficulties of prior specification are significant. Specification of the prior has always been an important question in Bayesian framework. The methods

---

*Occam’s razor (sometimes spelled Ockham’s razor) is a principle attributed to the 14th-century English logician and Franciscan friar William of Ockham. The principle states that the explanation of any phenomenon should make as few assumptions as possible, eliminating those that make no difference in the observable predictions of the explanatory hypothesis or theory. The principle is often expressed in Latin as the lex parsimoniae (“law of parsimony” or “law of succinctness”).
we consider here automatically select the parameters of the prior distribution from a parametric family using the observed data. Such a method is usually referred to as an empirical Bayesian method.

One distinguishing characteristic of the variable selection problem is the increasing computational cost as a function of the number of variables considered, $p$. Even with a moderate value of $p$, computing a goodness-of-fit type characteristic for all the $2^p$ possible subsets will inevitably be expensive. A brief review, George (2000), provides a good overview of recent developments in the variable selection problem.

Another effective and computationally very attractive approach to model selection has been via shrinkage. The nonnegative garrote of Breiman (1995) and the lasso of Tibshirani (1996) are two recent examples which take advantage of this phenomenon. Though ridge regression proposed by Hoerl and Kennard (1970) may lead to smaller $\text{MSE}$s than the unbiased maximum likelihood estimator, it does not lead to sparse models. This is due to the structure of the constraint introduced on the least-squares problem which will be discussed in detail.

Our approach to the problem of model selection will focus on shrinkage. Creating a Bayes argument, we will obtain automatic shrinkage which will lead us to a specific type of regularization of the usual sum of squares problem. Here we will see the close connections and distinctions between our method and the other regularized estimators.
1.1 Background

1.1.1 Subset Selection

Consider the following familiar linear regression equation

\[ y = X\beta + \varepsilon \]  \hspace{1cm} (1.1)

where \( y \) is an \( n \)-dimensional vector, \( X \) is the \( n \times p \) dimensional model matrix and \( \varepsilon \) is an \( n \)-dimensional vector observed from \( N_p(0, \sigma^2 I_p) \). Some of the components of \( \beta \) may be zero corresponding to variables that have no value in the prediction of \( y \).

We would like to determine the subset of variables that best explains the measured responses \( y \). As noted by George and Foster (2000) a common strategy for this variable selection problem has been to select a model that maximizes a penalized sum of squares criterion. Enumerating different subsets by an index \( \gamma = 1, \ldots, 2^p \), let

\[ SS_\gamma = \hat{\beta}'X_\gamma'X_\gamma\hat{\beta}, \]  \hspace{1cm} (1.2)

where \( \hat{\beta} \) is the least squares estimate for the \( \gamma \)th subset. Following this, the model selection can be realized by maximizing

\[ SS_\gamma / \hat{\sigma}^2 - Fq_\gamma, \]  \hspace{1cm} (1.3)

or equivalently minimizing \( SSE_\gamma / \hat{\sigma}^2 + Fq_\gamma \), where \( q_\gamma \) is the number of variables in the \( \gamma \)th subset, \( F \) is a fixed constant, \( \hat{\sigma}^2 \) is an estimate of \( \sigma^2 \) and \( SSE_\gamma = y'y - SS_\gamma \).

Familiar model selection criteria can be obtained with different choices of \( F \). For example, \( F = 2 \) corresponds to \( C_p \) (Mallows, 1973), and, approximately, AIC (Akaike, 1974), \( F = \log n \) corresponds to BIC (Schwarz, 1978). These three approaches had
distinct motivations. \( C_p \) was derived as an unbiased estimate of predictive risk, AIC as an expected information distance between the chosen model and the unknown true model, while BIC is an asymptotic approximation to the Bayes factor.

The Bayesian alternative to the above selection criteria can be obtained through the maximization of the evidence (marginal likelihood) conditioned over the model current subset, \( p(y|\gamma) \). If a prior distribution on the discrete model space \( \gamma \) is present, a function of the form \( g(\gamma) \propto p(\gamma|y) \) may be maximized instead. Such a structure is usually obtained through the use of conjugate priors which provide analytical tractability to the computation of the posterior distribution of the parameters. George and Foster (2000) reveal the connection between the criteria of the form (1.3) and this Bayesian approach under a specific conjugate prior setup. Chipman et al. (2001) discuss stochastic search techniques based on Metropolis-Hastings for model selection. The approach taken in this paper is quite distinct from the methods just cited and contrasts heavily with the usual requirement to employ a greedy-search algorithm of some sort to search through a relatively large discrete set of possible models. In particular, although quite effective and useful, search techniques such as those discussed in Chipman et al. (2001) will require a huge number of Markov Chain steps as the number of variables in the model increases.

1.1.2 Regularization and Shrinkage

An important property of the solution that we derive for the variable selection problem is referred to as the shrinkage effect. A good illustration of this effect occurs in ridge regression problem where by intentionally biasing the estimator we hope for a reduced \( \text{MSE} \) (mean squared error). From a Bayesian perspective, when the prior mean is a
null vector, and the prior covariance is $\sigma^2\lambda^{-1}I$, the ridge estimator is obtained as

$$\hat{\beta} = (X'X + \lambda I)^{-1}X'y$$  \hspace{1cm} (1.4)$$

where $\lambda$ is to be set or estimated and $\sigma^2$ is the error variance. As $\lambda \to \infty$, the regression coefficients are shrunk toward zero, or more generally, to the mean vector specified by the prior distribution. From a Bayesian perspective, if $\lambda \to 0$ indicating a vague prior opinion about the value of the regression coefficients, then there is little shrinkage and the ridge estimator approaches the ML estimator. In models with extreme collinearity, where $X'X$ is nearly singular, the corresponding posterior distribution will have very large variances as the diagonal elements of $(X'X)^{-1} \to \infty$.

One basic consequence of such a situation is that it masks the effects of the regressors, as is commonly illustrated in introductory texts on regression modeling. Using the ridge estimator can be a remedy at the cost of obtaining a biased estimator.

Within a decision theoretic approach, assuming a squared error loss function, the average loss or risk is simply the mean squared error $\text{MSE}(\theta)$ which can be decomposed as:

$$\text{MSE}(\theta) = \mathbb{E}(\hat{\theta} - \theta)^2 = \text{Var}(\hat{\theta}) + \text{Bias}^2(\hat{\theta}).$$  \hspace{1cm} (1.5)$$

Using a ridge estimator reduces the variance of the estimator of the parameter as the ill-conditioned $X'X$ is corrected, at the expense of adding bias. This is a trade-off situation and we hope that the decrease in $\text{Var}(\hat{\theta})$ is large enough to overcome the increase due to the $\text{Bias}^2(\hat{\theta})$ term. This result extends beyond situations where $X'X$
is nearly singular. In general, one may obtain a reduced-$\mathcal{MSE}$ estimator using the ridge estimator.

In ridge regression, one can estimate the optimal value of $\lambda$ with various methods. A frequentist may choose to minimize the $\mathcal{MSE}$ under a decision theoretic framework, while a Bayesian may approach the problem within the empirical Bayes framework and try to estimate $\lambda$ using marginal likelihood maximization. We propose to estimate $\lambda$ using the marginal likelihood (evidence) derived by integrating the product of the density times prior over all model parameters. The result is a one parameter likelihood function depending on $\lambda$ which may be maximized over values of $\lambda$, an empirical Bayes approach. We may write

$$p(y|\lambda) = \int p(y|\theta)p(\theta|\lambda)d\theta,$$

(1.6)

where $p(y|\theta)$ is the likelihood of the observed values and $p(\theta|\lambda)$ is the prior density assumed over the model parameters.

Tipping (2001) created a hierarchical Bayesian normal linear model utilizing standard conjugate priors† for the model parameters with the exception of the covariance matrix for the regression coefficients $V$. By adopting $V$, a diagonal matrix, in lieu of $\lambda I$ used in ridge regression, Tipping (2001) has introduced the flexibility of a nonspherical prior distribution over the regression coefficients. As will be discussed, this allows individual diagonal elements to be estimated and shrinks the coefficients of the irrelevant variables/bases to zero. The idea was introduced in the context of kernel regression but is applicable to the ordinary linear case as well. The goal is to rid the model of “irrelevant” basis functions and create a parsimonious prediction model.

†The familiar conjugate priors under the normal model; inverted gamma density on the error variance and a multivariate normal density on the regression coefficients.
Remember that the ridge estimator may be written as a solution to a regularized least squares problem,

\[
\min_{\beta} \sum_{i=1}^{n} (y_i - x_i \beta)^2 \quad \text{s.t.} \quad \sum_{j=1}^{p} \beta_j^2 < s, \tag{1.7}
\]

which can also be written as

\[
\min_{\beta} \sum_{i=1}^{n} (y_i - x_i \beta)^2 + \lambda \sum_{j=1}^{p} \beta_j^2, \tag{1.8}
\]

which, combining the squares, easily leads to the ridge estimator in 1.4.

Tipping’s approach can analogously be written as a regularization problem

\[
\min_{\beta} \sum_{i=1}^{n} (y_i - x_i \beta)^2 + \sum_{j=1}^{p} v_j \beta_j^2, \tag{1.9}
\]

which imposes an elliptical rather than spherical constraint on the least squares. He determines these \(v_j\)s using an empirical Bayes approach as will be discussed in detail.

We can write the regularization problem in 1.8 in a more general fashion as

\[
\min_{\beta} \sum_{i=1}^{n} (y_i - x_i \beta)^2 + \lambda \sum_{j=1}^{p} |\beta_j|^q, \tag{1.10}
\]

where \(q \geq 0\). One may choose \(q\) to be any desired value. For example \(q = 0\) leads to the subset selection or as some may call hard-thresholding. \(q = 2\), as shown earlier, will lead to the ridge estimator which will never lead to sparse solutions. As \(q\) departs downward from the value 2, some coefficients will be zeroed. An important advantage of \(q = 1\) is that it leads to the sparsest possible solution while maintaining the convexity of the optimization problem. Values of \(q\) smaller than 1 will lead to multimodal objective functions and thus would not be reasonable choices. This is one
of major reasons the Lasso of Tibshirani (1996) has become quite popular. Another more recent reason is the LARS algorithm (Efron et al., 2004), which provides very efficient calculation.

1.2 Contributions

This dissertation proposes a new variable selection and estimation technique having been inspired by the hierarchical Bayesian linear model discussed in Tipping (2001). The simultaneous estimation and model selection is realized by only a simple, continuous maximization procedure. This provides tremendous advantages in terms of computational time since a search technique over the discrete subset space is not required. This is a feature shared with the other lasso-type estimators. As will be seen through numerical examples, our model will lead to significantly better results when only a small number of considered effects are active.

As will be discussed in later chapters, Tipping (2001) estimates the hyper-parameters of hierarchical linear model via marginal likelihood maximization. The marginal likelihood, \( p(y|\sigma^2, v) \), is maximized with respect to the error variance \( \sigma^2 \) and the prior precisions of the regression coefficients \( v_j^{-1}, j = 1, ..., p \).

Instead, we proceed by constructing a Bayesian hierarchical structure and obtaining the joint posterior of \( \beta, \sigma^2 \) and \( v_j^{-1} \) up to a normalizing constant. This joint posterior density is maximized with respect to these parameters via conditional maximization (Lindley and Smith, 1972). Although the joint posterior distribution is not of known form, we are able to obtain the fully conditional posterior densities of \( \beta, \sigma^2 \) and \( v_j^{-1} \) which are known distributions with closed form expressions for the modes. Sequential maximization of these conditional distributions effectively finds the joint posterior mode. This joint posterior mode is useful as a point estimator analogous to
the maximum likelihood estimator. It is not a Bayes estimator under squared error loss; however it is Bayes under a $0 - 1$ type of loss. One of the intuitive justifications we can provide for the use of modal values instead of the expected values is that, under the support of the data, the mode is the value that is most likely to be observed. Since it is not sensible to talk about probabilities of individual points in a continuous parameter space, one may intuitively also think that in most cases a higher posterior density region will be obtained in the vicinity of the posterior mode. With such fully conditional distributions of the parameters in hand, one may also implement a Gibbs sampling algorithm to sample from the joint posterior distribution for inference.

We form the joint posterior distribution assuming a proper prior over the precision of the regression parameters $v_j^{-1} \sim p(v_j^{-1}|\eta)$ where $\eta$ is the shape parameter of the distribution. This additional hyper-prior extends the RVM (relevance vector machines) model developed in Tipping (2001). When $\eta$ is set equal to 0 a special case arises which will be discussed later. Having defined this proper density for $v_j^{-1}$, solutions will differ with the value of $\eta$. As will be discussed in more detail, for increasing values of $\eta$ a larger proportion of $\beta_j$ will be forced to 0. Since $\eta$ prescribes the amount of shrinkage imposed on the model, one would need to choose the value for $\eta$ which yields the “correct” amount of shrinkage.

As a further contribution, we introduce maximization of the marginal likelihood as a function of $\eta$. The marginal likelihood of the observations is obtained by integration over all the model parameters which are treated as random quantities. We proceed to maximize this marginal density $p(y|\eta)$ with respect to the parameter $\eta$. Since the integration over all the model parameters is not analytically tractable, we use either Laplace’s method or numerical integration to approximate the integral. The modal value obtained earlier is utilized for a second-order Taylor expansion for the Laplace approximation.
We also re-formulate the problem in the context of regularized least squares estimation and show that the proposed method is a sequence of ridge regression problems by re-weighting the predictor variables at each iteration by a certain quantity.

The setup introduced above assumes a normal distribution for the random noise, which may not be realistic in certain situations. Utilizing a Student-$t$ model for the random noise, we may be better able to handle possible outliers and data with more kurtosis. Geweke (1993) exploited the equivalence of the Student-$t$ distribution and an appropriate scale mixture of normals for robust Bayesian regression. Once such a hierarchical setup is obtained under a linear model, a similar conditional maximization step follows.

We also derive the marginal mode of the regression coefficients (the joint mode of the regression coefficients and the sample weights in the robust case) using an expectation-maximization (EM) procedure. Our derivations indicate that the marginal mode of the regression coefficients is identical in form to the $\beta$ component of the joint posterior mode. There are only slight differences in the marginal case due to the use of expectations instead of the modes.

### 1.3 Document Organization

The remainder of the thesis is organized in the following manner:

Chapter 2 consists of a literature review and background information on the methods we will be using for either comparison purposes or as building blocks of the methods proposed. Section 2.1 introduces a Bayesian linear model with a particular choice of conjugate priors to guide us all throughout the dissertation. Section 2.3 discusses the Bayesian learning procedure introduced in Tipping (2001) which yields a shrinkage estimator creating sparse models. This methodology is applied in the context of
relevance vector machines (RVM). Section 2.4 goes over numerous regularized least squares estimation methods and their relations to Bayesian arguments.

Chapter 3 introduces the method we propose, *adaptive ridge selector* (ARiS), under the normal and Student-$t$ setups.

Chapter 4 presents experimental results on both simulated and real data sets in variety of situations.

Chapter 5 discusses conclusions including advantages and disadvantages of the proposed method.
Chapter 2

Literature Review

2.1 Bayesian Analysis of Linear Models

Linear regression analysis is arguably one of the most widely used statistical methods. In this section we present the Bayesian treatment of such models. We also establish notation that will be used throughout this study.

The normal linear regression model is typically denoted

$$y = X\beta + \varepsilon,$$  \hspace{1cm} (2.1)

where the error term is $\varepsilon \sim \mathcal{N}(0, \sigma^2)$, and $\sigma^2$ is an unknown dispersion parameter. The likelihood function then can be written up to a constant as

$$f(y|\beta, \sigma^2) \propto (\sigma^2)^{-n/2} \exp \left[ -\frac{(y-X\beta)'(y-X\beta)}{2\sigma^2} \right].$$  \hspace{1cm} (2.2)

Let us decompose the numerator of the exponent as

$$(y-X\beta)'(y-X\beta) = S_e + S_{\beta},$$  \hspace{1cm} (2.3)
where

\[ S_e = (y - X\hat{\beta})' (y - X\hat{\beta}), \quad (2.4) \]
\[ S_\beta = (\beta - \hat{\beta})' X'X (\beta - \hat{\beta}), \quad (2.5) \]
\[ \hat{\beta} = (X'X)^{-1} X'y. \quad (2.6) \]

This decomposition will lead us to the joint, conditional and marginal posterior distributions of interest. Here we will consider inference under conjugate priors.

**Priors**

Suppose that an inverse-gamma prior is adopted for \( \sigma^2 \) and a multivariate normal prior is assigned to \( \beta \). We denote these as

\[ p(\beta | \sigma^2, V) \sim N_p (m_\beta, \sigma^2 V) \quad (2.7) \]
\[ p(\sigma^2 | \nu, \lambda) \sim \text{inv - gamma} (\nu/2, \lambda/2). \quad (2.8) \]

Given these priors, the joint posterior density of \( \beta \) and \( \sigma^2 \) can be written up to a constant as

\[
p(\beta, \sigma^2 | y, H) \propto p(y | \beta, \sigma^2) p(\beta | \sigma^2, H_\beta) p(\sigma^2 | H_{\sigma^2}) \propto (\sigma^2)^{-\left(\frac{n+p+2}{2}\right)+1} \times \exp \left[ -\frac{S_\beta + (\beta - m_\beta)' V^{-1} (\beta - m_\beta) + S_e + \lambda}{2\sigma^2} \right], \quad (2.9)
\]

where \( H = (H_\beta, H_{\sigma^2}) \) represent the hyper-parameters. Two quadratic forms can be combined using the identity
\[ S_{\beta} + (\beta - m_{\beta})' V^{-1} (\beta - m_{\beta}) = (\beta - \overline{\beta})' (X'X + V^{-1})^{-1} (\beta - \overline{\beta}) + S_{\bar{\beta}}, \]

where

\[
\overline{\beta} = (X'X + V^{-1})^{-1} (X'y + V^{-1}m_{\beta}),
\]

\[
S_{\bar{\beta}} = (\hat{\beta} - m_{\beta})' X'X (X'X + V^{-1})^{-1} V^{-1} (\hat{\beta} - m_{\beta}).
\]

This decomposition makes it rather simple to extract the conditional and marginal posterior distributions of \( \beta \) and \( \sigma^2 \). For additional details see Sorensen and Gianola (2002).

**Conditional Posterior Distribution of the Regression Coefficients**

The conditional posterior distribution of the regression coefficients are easily attainable via examining the joint posterior distribution and fixing the parameter(s) on which we condition. Thus, it becomes easy to see that the conditional posterior distribution of the regression coefficients, given \( \sigma^2 \), is a multivariate normal process

\[
\beta|\sigma^2, y, H \sim \mathcal{N} \left( \overline{\beta}, (X'X + V^{-1})^{-1} \sigma^2 \right). \tag{2.11}
\]

Notice that when \( V^{-1} \to 0 \), meaning the prior information becomes increasingly diffuse, the posterior covariance tends to \( (X'X)^{-1} \sigma^2 \), which is identical to the variance-covariance matrix of the ML estimator. The same occurs when the information in the data is very large relative to that contributed by the prior distribution. Hence, in the limit, our conditional distribution is centered at the ML estimator, and the posterior
covariance matrix is identical in form to the asymptotic covariance of the ML estimator. This is a particular case of a more general result on asymptotic approximations to posterior distributions under regularity conditions.

In the case of linear regression under the Bayesian paradigm, the observed information matrix is equivalent to the expected information under the repeated sampling paradigm. This is due to the fact that the matrix of negative second derivatives of the log-posterior with respect to \( \beta \) does not involve the observations. Thus, the observed information is a constant and, therefore, is equal to its expectation taken over the distribution of the data. It is important not to forget that this would take the form of the asymptotic variance-covariance matrix of the ML estimator only when \( X'X \) overwhelms \( V^{-1} \).

**Conditional Posterior Distribution of the Error Variance**

Treating the regression coefficients as fixed quantities, the conditional posterior distribution of the variance is an inverse-gamma density with a shape parameter \( (n + p + \nu)/2 \), and a scale parameter of \( \left[ S_\beta + (\beta - \mu_\beta)' V^{-1} (\beta - \mu_\beta) + S_e + \lambda \right]/2 \).

**Marginal Posterior Distribution of the Regression Coefficients**

Using the properties of the inverse gamma distribution, the joint density in (2.10) can be integrated over \( \sigma^2 \) to obtain the closed-form marginal density of the regression coefficients

\[
p(\beta | y, H) \propto \int (\sigma^2)^{-\left(\frac{n+p+\nu+2}{2}\right)} \times \exp \left[ -\frac{(\beta - \bar{\beta})' (X'X + V^{-1})^{-1} (\beta - \bar{\beta}) + S_\beta + S_e + \lambda}{2\sigma^2} \right] d\sigma^2
\]
This is the kernel of a $p$-dimensional multivariate-$t$ density. The corresponding distribution has a mean of $\beta$, a covariance matrix of $S_{\beta} \beta + S_{e} + \lambda$ and degrees of freedom of $n + \nu$. Thus, all marginal distributions of individual or of subsets of regression coefficients are either univariate or multivariate-$t$.

Note that at first sight there does not seem to be a “loss of degrees of freedom”, relative to $n$, in the process of accounting for uncertainty about the variance. In fact, however, there is a “hidden loss” of $p$ degrees of freedom, which is canceled by the contribution made by the conditional prior of the regression coefficients, which involves $\sigma^2$. If the prior for $\beta$ had not involved $\sigma^2$, then the degrees of freedom of the marginal posterior distribution of the regression coefficients would have been $n + \nu - p$. If, in addition, the “degree of belief” parameter of the prior distribution for $\sigma^2$ had been taken to be $\nu = 0$, the degrees of freedom would have been $n - p$, exactly the number of degrees of freedom arising in a standard classical analysis of linear regression. Note, however, that the Bayesian assignment $\nu = 0$ produces the improper prior distribution $p(\sigma^2) \propto 1/\sigma^2$. In this case, the posterior distribution of the regression coefficients would be proper if $n - p > 0$. 

\begin{align*}
\propto & \left( \frac{X'X + V^{-1}}{2} \right)^{-\frac{n+\nu+p}{2}} \\
\propto & \left[ 1 + \frac{(X'X + V^{-1})^{-1} (\beta - \bar{\beta})}{n + \nu} \left( \frac{S_{\beta} \beta + S_{e} + \lambda}{n+\nu} \right) \right]^{-\frac{n+\nu+p}{2}}.
\end{align*}

(2.12)
Marginal Posterior Distribution of the Error Variance

Given the form of (2.10) it is rather easy to integrate over the regression coefficients to obtain the marginal posterior density of $\sigma^2$.

$$
p(\sigma^2|y, H) \propto (\sigma^2)^{-\left(\frac{n+p}{2}+1\right)} \exp\left[-\frac{S_{\beta} + S_e + \lambda}{2\sigma^2}\right] 
\times \int \exp\left[-\frac{(\beta - \bar{\beta})' (X'X + V^{-1})(\beta - \bar{\beta})}{2\sigma^2}\right] d\beta
\propto (\sigma^2)^{-\left(\frac{n+\nu}{2}+1\right)} \exp\left[-\frac{S_{\beta} + S_e + \lambda}{2\sigma^2}\right]. \tag{2.13}
$$

Hence, the marginal posterior of $\sigma^2$ is an inverse-gamma process with a shape parameter of $(n + \nu)/2$ and a scale parameter of $\left(S_{\beta} + S_e + \lambda\right)/2$.

2.2 Bayesian Treatment of the Independent Student-$t$ Linear Model

Geweke (1993) adopted the methods for Bayesian inference in a linear model in which the disturbances are independent and have identical Student-$t$ distributions. His approach exploits the equivalence of the Student-$t$ distribution and an appropriate scale mixture of normals, and uses a Gibbs sampler to perform the computations.

We first demonstrate the equivalence of Student-$t$ distribution and a specific scale mixture of normals. Let us assume

$$y_i|X \sim t(x_i\beta, \sigma^2; \nu), \tag{2.14}$$

where $t(.)$ denotes a univariate Student-$t$ distribution with mean $x_i\beta$, variance $\sigma^2$ and degrees-of-freedom parameter $\nu$. The probability density function of a single
observation can be written as

\[ f(y_i) = \Gamma \left( \frac{\nu + 1}{2} \right) \left[ \Gamma \left( \frac{1}{2} \right) \Gamma \left( \frac{\nu}{2} \right) \sigma \right]^{-1} \nu^{-1/2} \left[ 1 + \frac{(y_i - x_i \beta)^2}{\nu \sigma^2} \right]^{-(\nu+1)/2}. \tag{2.15} \]

Here, \( \nu \), the degrees-of-freedom parameter is part of the specification of the model. Given the improper prior \( p(\beta, \sigma) \propto 1/\sigma \), the posterior density will have the kernel

\[ \sigma^{-(n+1)} \prod_{i=1}^{n} \left[ 1 + \frac{(y_i - x_i \beta)^2}{\nu \sigma^2} \right]^{-(\nu+1)/2}. \tag{2.16} \]

We have obtained a posterior density under the assumptions that the observations are independent and generated from a Student-t distribution. Now, consider the following specifications:

\[ y_i|X \sim N(x_i \beta, \sigma^2 \omega_i) \tag{2.17} \]

where \( \omega_i \) are additional unknown model parameters. The likelihood in this case can be written as

\[ p(y|\beta, \sigma^2, \omega) = \sigma^{-n} \prod_{i} \omega_i^{-1/2} \exp \left[ -\sum_{i} \frac{(y_i - x_i \beta)^2}{2 \sigma^2 \omega_i} \right], \tag{2.18} \]

where \( \omega \) denotes the vector of \( \omega_i \)'s. The prior density is of the form \( p(\beta, \sigma, \omega) = p(\beta) p(\sigma^2) p(\omega) \) where the priors on \( \beta \) and \( \sigma \) are as given before. In the prior distribution of \( \omega \), \( \omega_i \) are independent, with \( \nu/\omega_i \sim \chi^2(\nu) \) which leads to

\[ p(\omega) = (\nu/2)^{n\nu/2} \left[ \Gamma \left( \frac{\nu}{2} \right) \right]^{-n} \prod_{i=1}^{n} \omega_i^{-\nu/2} \exp(-\nu/2\omega_i). \tag{2.19} \]

This prior distribution for \( \omega_i \) was suggested by Lindley (1971) for cell variances in the analysis of variance with multiple observations per cell. The product of the likelihood
and the prior densities yields the posterior density kernel

\[
(v/2)^{nu/2} \left[ \Gamma \left( \frac{v}{2} \right) \right]^{-n} \sigma^{-(n+1)} \prod_{i} \omega_i^{-(\nu+3)/2} \exp \left\{ -\sum_{i=1}^{n} \left[ \sigma^{-2} (y_i - x_i \beta)^2 + v \right] / 2 \omega_i \right\}. 
\] (2.20)

Using the result that

\[
\int_{0}^{\infty} x^{-a/2} \exp(-b/2x) dx = (2/b)^{(a-2)/2} \Gamma \left( \frac{a-2}{2} \right), \] (2.21)

and integrating the above posterior density in (2.20) with respect to \( \omega \), we obtain

\[
(v/2)^{nu/2} \left[ \Gamma \left( \frac{v+1}{2} \right) \right]^{n} \left[ \Gamma \left( \frac{v}{2} \right) \right]^{-n} 2^{n(v+2)/2} \sigma^{-(n+1)} \prod_{i} \left[ \sigma^{-2} (y_i - x_i \beta)^2 + v \right]^{-(\nu+1)/2}, \] (2.22)

which, as a function of \( \beta \) and \( \sigma \), is proportional to (2.16). Therefore, the normal mixture model with the independent priors \( v/\omega_i \sim \chi^2(v) \) is exactly same as the independent Student-\( t \) linear model.

The statements on the existence of the posterior density and the moments can be found in Geweke (1993). As Geweke (1993) states as well, this posterior density kernel is not analytically tractable. However, using the fully conditional posterior densities, a very straight-forward Gibbs sampler can be implemented for inference. We will derive similar conditional posterior densities to those of Geweke (1993) in section 3.2.

### 2.3 Relevance Kernel Machines

The relevance vector machine (RVM) (Tipping, 2001) is a Bayesian sparse kernel technique for regression and classification that shares many characteristics of the support
vector machine (SVM) while avoiding its principle limitations. Additionally, it typically leads to much sparser models resulting in correspondingly faster performance on test data whilst maintaining comparable generalization error. Here we introduce only the regression form of the RVM.

The relevance vector machine for regression is a linear model shown in section 2.1 with a little twist to the priors leading to sparse solutions. Here we will be working in the context of kernel transformations replacing $X$ by the Gram matrix $\Phi$ which is an $n \times n$ matrix representing the $n$-dimensional feature space after the transformation from the original space. As the kernel transformations are not the main focus of this thesis, we will not spend any time on this. An excellent reference for this method is Bishop (2006).

**Priors**

Tipping introduces a prior for the regression coefficients of the form

$$\beta | V \sim \mathcal{N}(0, V),$$

(2.23)

where

$$V = \begin{pmatrix} v_1 & 0 \\ & \ddots \\ & 0 & v_p \end{pmatrix}.$$  

(2.24)

Further, $v_j^{-1}$'s are gamma distributed with shape parameter $a$ and scale parameter of $b$. Tipping later proceeds to set $a = b = 0$ to obtain a non-informative improper prior of the form $p(v_j^{-1}) \propto 1/v_j^{-1}$. Henceforth, we will assume $a$ and $b$ are set to zero.

Likewise, he proceeds to put a non-informative improper prior on the residual error, $p(\sigma^2) \propto 1/\sigma^2$. 
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The joint posterior distribution of the unobservables can be obtained with Bayes theorem as

\[
p(\beta, \sigma^2, v^{-1} | y) = \frac{p(y | \beta, \sigma^2, v^{-1}) p(\beta, \sigma^2, v^{-1})}{p(y)},
\]

(2.25)

where \( v^{-1} = \text{diag}(V^{-1}) \). Given a new test point, \( x^* \), predictions are made for a corresponding target \( y^* \), in terms of the predictive distribution:

\[
p(y^* | y) = \int p\left(y^* | \beta, \sigma^2, v^{-1}\right) p\left(\beta, \sigma^2, v^{-1} | y\right) d\beta d\sigma^2 dv^{-1}.
\]

(2.26)

The posterior density in (2.26) is analytically unattainable as one cannot perform the integral analytically to obtain the normalizing constant.

Instead, he proceeds to decompose the joint posterior density as

\[
p(\beta, \sigma^2, v^{-1} | y) = p(\beta | y, \sigma^2, v^{-1}) p(\sigma^2, v^{-1} | y) .
\]

(2.27)

The integral in (2.26) can be written as

\[
p(y^* | y) = \int p\left(y^* | \beta, \sigma^2, v^{-1}\right) p\left(\beta | y, \sigma^2, v^{-1}\right) p(\sigma^2, v^{-1} | y) d\beta d\sigma^2 dv^{-1}
\]

\[
= \int p\left(y^* | \sigma^2, v^{-1}\right) p(\sigma^2, v^{-1} | y) d\sigma^2 dv^{-1},
\]

(2.28)

since the first two terms in the integral (the likelihood of a future observation and the conditional posterior density of the regression coefficients) are both normal densities.
After this, Tipping proceeds to get an approximation to the above integral by approximating $p(\sigma^2, \nu^{-1}|y)$ by a delta-function* at its mode; $p(\sigma^2, \nu^{-1}|y) \approx \delta(\tilde{\sigma}^2, \tilde{\nu}^{-1})$, where, $\tilde{\sigma}^2$ and $\tilde{\nu}^{-1}$ stand for the modal values of $p(\sigma^2, \nu^{-1}|y)$.

Relevance vector ‘learning’ thus becomes a search for the hyper-parameter posterior mode, i.e. the maximization of $p(\sigma^2, \nu^{-1}|y) \propto p(y|\sigma^2, \nu^{-1})p(\sigma^2)p(y)$ with respect to $\sigma^2$ and $\nu^{-1}$. Equivalently, and more straightforwardly, the log of this quantity is maximized. In addition, the maximization is realized with respect to $\log \nu^{-1}_j$ and $\log \sigma^{-2}$. This is convenient since in practice uniform hyper-priors over a logarithmic scale are assumed, and the derivatives of the prior terms vanish in the space.

The objective function then to be maximized is

$$
\log p(y|\log \nu^{-1}_j, \log \sigma^{-2}) = -\frac{1}{2} \left[ \log |\sigma^2 I + \Phi \Phi'| + y' (\sigma^2 I + \Phi \Phi')^{-1} \right].
$$

Taking the derivatives and setting them equal to zero leads to the following re-estimation equations:

$$
v^{new}_j = \frac{m^2_j}{\gamma_j}, \quad (2.30)
$$

$$
\sigma^{2new} = \frac{\|y - \Phi m\|^2}{n - \sum_j \gamma_j}, \quad (2.31)
$$

where $m_j$ is the $j$th component of the posterior mean of $\beta$, $m = \sigma^{-2} \Sigma \Phi' y$, $\gamma_j = 1 - \Sigma_{jj}/\nu_j$, and $\Sigma_{jj}$ is the $j$th diagonal of the conditional posterior covariance of $\beta$,

$\Sigma = (V^{-1} + \sigma^{-2} \Phi' \Phi)^{-1}$.

*The Dirac delta function can be loosely thought of as a function on the real line which is zero everywhere except at $x_0$, where it is infinite, $\delta(x) = \left\{ \begin{array}{ll} \infty & x = x_0 \\ 0 & x \neq x_0 \end{array} \right.$ It is also constrained to satisfy the identity $\int_{-\infty}^{\infty} \delta(x) dx = 1$. 
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2.4 Regularization and Variable Selection

In this section we will briefly introduce some regularized least squares type estimators with which we contrast the proposed estimator.

Ridge Regression

In cases where $X'X$ is a nearly singular matrix, the OLS estimator may be a poor estimator of $\beta$. Some diagonals of $(X'X)^{-1}$ will be inflated due to this ill-conditioning, leading to very unstable, high-variance estimators. Hoerl and Kennard (1970) investigated the option of perturbing the eigenvalues of the ill-conditioned matrix $X'X$ by a diagonal matrix of the form $\lambda I$. This adjusted estimator takes the form

$$\hat{\beta}^* = (X'X + \lambda I)^{-1} X'y,$$  \hspace{1cm} (2.32)

where $k \geq 0$.

It is well known that the OLS estimator is an unbiased estimator in the case of normal likelihood. This estimator $\hat{\beta} = (X'X)^{-1} X'y$ gives the minimum sum of squared residuals $(y - X\hat{\beta})' (y - X\hat{\beta})$. Let us define two quantities as provided in Hoerl and Kennard (1970):

i. $\nabla(\hat{\beta}) = \sigma^2 (X'X)^{-1}$.

ii. $\mathbb{E}(\mathcal{L}^2) = \sigma^2 \text{Trace}(X'X)^{-1}$, where $\mathcal{L} := \|\hat{\beta} - \beta\|_2$.

In the case of ill-conditioning of $X'X$ both of these quantities may be severely inflated indicating instability and departures from $\beta$.

The ridge estimator leads to an increase in bias and subsequent decrease in the variance of $\hat{\beta}$. Given $\text{MSE} = \nabla(\hat{\beta}) + \text{Bias}^2(\hat{\beta})$, there is a possibility that there are values of $\lambda$ for which the $\text{MSE}$ is less for $\hat{\beta}^*$ than it is for the usual solution $\hat{\beta}$. 
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The Nonnegative Garrote

The ridge estimator has its own drawbacks. Its solutions are no more parsimonious than those of ordinary regression. If the underlying model has a subset of coefficients equal to zero, the ridge estimator will not be able to capture this. Since the ridge estimator results from an optimization problem with a spherically constrained region, the solution will never lie on the axes unless the OLS estimator lies on them.

Breiman (1995) proposed a new estimator that results from the following minimization problem:

$$\min_{c_j} \sum_i \left( y_i - \sum_j c_j \hat{\beta}_j x_{ij} \right)^2 \quad s.t. \quad c_j \geq 0, \quad \sum_j c_j \leq s. \quad (2.33)$$

Here \( \hat{\beta} \) is the OLS estimator. As \( s \) decreases, more of the \( c_j \) become zero and the remaining nonzero components are shrunken. The garrote eliminates some variables and shrinks others. Breiman (1995) shows that it is both relatively stable and scale invariant.

Lasso

Tibshirani (1996) introduced a new estimator named the lasso (least absolute shrinkage and selection operator) which used an \( \ell_1 \) polytope as the constrained region instead of \( \ell_2 \). An obvious consequence of this penalty is its ability to drive the coefficients to zero which the \( \ell_2 \)-penalty can never achieve. The lasso estimator is given as a solution to the following quadratic program:

$$\min_{\beta_j} \sum_i \left( y_i - \sum_j \beta_j x_{ij} \right)^2 \quad s.t. \quad \sum_j |\beta_j| \leq t \quad (2.34)$$
Here $t \geq 0$ is a tuning parameter and controls the amount of shrinkage that is applied to the estimates. The lasso constraint $\sum_j |\beta_j| \leq t$ is equivalent to the addition of a penalty term $\lambda \sum |\beta_j|$ to the residual sum of squares. This easily follows looking at $\lambda$ as a Lagrange multiplier. In fact the same argument may easily be derived from a Bayesian perspective. Using a Laplace (double-exponential) distribution as a prior on the regression coefficients will lead to an estimator of this form where $\lambda$ is the scale parameter of this distribution. Considering both the ridge and the lasso estimates as Bayes estimators, the obvious distinction between the two is the form of the priors. The ridge estimator results from a normal prior on the regression coefficients while the lasso results from a Laplace prior. A Laplace distribution, relative to a normal distribution, assigns more density near 0 and in the tails which explains lasso’s tendency to produce estimates that are either large or 0 (see figure 2.1).

![Figure 2.1: Laplace (dashed) vs. Normal (solid) density.](image)

Tibshirani (1996) outlines the performance of lasso under three different scenarios:
i. **Small number of large effects:** The lasso does not perform as well as subset selection. In fact we will see in the experimental results that our proposed method outperforms any other method it’s contrasted with in this case.

ii. **Small to moderate number of moderate-sized effect:** The lasso performs the best. As we’ll see, our proposed method is at least competitive under such circumstances for smaller sample sizes, and much superior for larger sample sizes.

iii. **Large number of small effects:** The lasso does not perform as well as the ridge estimator. As we’ll see in the experiments, none of the methods tested can surpass the performance of the ridge estimator under such a setup.

### The Elastic Net

Zou and Hastie (2005) introduced a new regularization and variable selection method, the elastic net, with the goal of combining the attractive features of the lasso and the ridge estimators.

For any nonnegative $\lambda_1$ and $\lambda_2$, the naïve elastic net estimator is obtained as the solution to the following minimization problem:

$$
\min_{\beta} \sum_i \left( y_i - \sum_j \beta_j x_{ij} \right)^2 + \lambda_2 \sum_j \beta_j^2 + \lambda_1 \sum_j |\beta_j| \quad (2.35)
$$

If we let $\alpha = \lambda_2 / (\lambda_1 + \lambda_2)$, the above problem can be re-written as

$$
\min_{\beta} \sum_i \left( y_i - \sum_j \beta_j x_{ij} \right)^2 \quad s.t. \quad \alpha \sum_j \beta_j^2 + (1 - \alpha) \sum_j |\beta_j| \leq t \quad (2.36)
$$
for some $t \geq 0$. Zou and Hastie (2005) refer to the function $\alpha \sum_j \beta_j^2 + (1 - \alpha) \sum_j |\beta_j|$ as the elastic net penalty. This function constitutes a compromise between the $\ell_1$ and $\ell_2$ penalties (see figure 2.2). When $\alpha = 1$, the naïve elastic net estimator becomes the ridge estimator, while when $\alpha = 0$, it becomes the lasso estimator.

Making the required arrangements see (Zou and Hastie, 2005, Lemma 1) the the naïve elastic net solution can be obtained by solving the computationally efficient lasso (due to the lars of Efron et al. (2004)). Zou and Hastie (2005) assert based upon empirical evidence that the naïve elastic net does not perform satisfactorily unless it is very close to either the ridge estimator or the lasso which is why they call it “naïve”. This estimator obtained through two stages of shrinkage, one via the $\ell_1$-penalty and the other through the $\ell_2$. They claim that this double shrinkage does not help to reduce the variances much while introducing unnecessary extra bias compared with pure lasso or ridge regression. The prediction is improved by correcting this double shrinkage. The “corrected” elastic net estimate is given by $(1 + \lambda_2)\hat{\beta}\text{ (naïve elastic net)}$. 

Figure 2.2: Contours of $\ell_1$ (dashed), $\ell_2$ (dot-dash) and elastic net (solid) penalties.
Adaptive Lasso

Zou (2006) introduces yet another variant of the lasso, the adaptive lasso. He constructs certain scenarios in which the lasso selection is not consistent, i.e. it does not improve the model selection accuracy as the sample size grows larger. Adaptive lasso is aimed to fixed this consistency problem by differently weighting the $\ell_1$-penalty for different coefficients.

Zou (2006) considers a weighted version of lasso

$$
\arg\min_{\beta} \sum_i \left( y_i - \sum_j \beta_j x_{ij} \right)^2 + \lambda \sum_j w_j |\beta_j|,
$$

where $w$ is a known vector of weights. If the weights are data-dependent and cleverly chosen, then the weighted lasso can achieve the oracle properties.

Suppose that $\hat{\beta}$ is a root-$n$-consistent estimator, e.g. OLS estimator. For some $\gamma > 0$, define $\hat{w} = 1/|\hat{\beta}|^\gamma$. The adaptive lasso estimates are given by the solution to

$$
\arg\min_{\beta} \sum_i \left( y_i - \sum_j \beta_j x_{ij} \right)^2 + \lambda \sum_j \hat{w}_j |\beta_j|.
$$

Given a proper choice of $\lambda$, Zou (2006) shows that adaptive lasso has the oracle properties. It is also shown that it gives near-minimax optimality (see Zou (2006) for details).
Chapter 3

Adaptive Ridge Selector

3.1 Extending the Normal Linear Regression Model

Beginning with a standard hierarchical linear model (Sorensen and Gianola, 2002, Section 6.2.2) we propose a basic modification. In this case, the joint posterior of the parameters is proportional to,

\[ p(\beta, \sigma^2 | y, H) \propto p(y | \beta, \sigma^2) p(\beta | \sigma^2) p(\sigma^2 | v^{-1}) p(v^{-1} | \mu, \eta) p(\sigma^2). \] (3.1)

Here a normal likelihood is assumed, \( p(y | \beta, \sigma^2) \sim \mathcal{N}(X\beta, \sigma^2 I) \), along with a conjugate normal prior on the regression coefficients, \( \beta \), and a typical Jeffreys prior on the error variance \( \sigma^2 \),

\[ p(\beta | \sigma^2, v^{-1}) \sim \mathcal{N}(0, \sigma^2 V) \] (3.2)

\[ p(\sigma^2) \propto 1/\sigma^2. \] (3.3)
As with the relevance vector machine discussed in Section 2.3, the vector \( \mathbf{v}^{-1} = \text{diag}(\mathbf{V}^{-1}) \) where \( \mathbf{V} \) is a diagonal matrix with elements \( v_j, j = 1, \ldots, p \) the reciprocals of which are independent and identically distributed from a gamma distribution,

\[
p(v_j^{-1}) = \frac{\mu^{\eta+1}}{\Gamma(\eta + 1)} v_j^{-\eta} \exp \left( -\mu v_j^{-1} \right)
\]

where \( \mu \) is the inverse scale parameter, and \( \eta \) is the shape parameter. By definition \( v_j > 0, \mu > 0 \) and \( \eta > -1 \). Notice that when \( \eta = 0 \), this becomes an exponential distribution which we’ll consider as a special case.

Tipping (2001) sets \( \eta = -1 \) and \( \mu = 0 \) which leads to a scale invariant improper prior. He then derives a marginal likelihood \( p(\mathbf{y}|\sigma^2, v_1^{-1}, \ldots, v_p^{-1}) \) through direct integration which is then maximized with respect to \( \sigma^2 \) and \( v_j^{-1} \). Hypothetically as the algorithm proceeds some \( v_j \)'s will tend toward 0 which correspond to the irrelevant variables in the model. Tipping (2001) does not check the validity of the joint posterior density having assumed an improper prior on \( v_j^{-1} \).

In contrast to Tipping (2001), we choose not to integrate the regression coefficients out of the joint posterior distribution, but instead proceed to find the modal value given the data and \( \eta \). Here we fix \( \mu \) to be a very small number (e.g. machine epsilon) and adjust \( \eta \) to control shrinkage.

Sparsity is obtained via the combination of these two particular priors, \( p(\beta_j|\sigma^2, v_j^{-1}) \) and \( p(v_j^{-1}) \). Integration over \( v_j^{-1} \) in the joint prior distribution \( p(\beta_j, v_j^{-1}) \) will reveal that the marginal prior density of the regression coefficients is a product of univariate \( t \) densities, with a scale of \( \sqrt{\frac{\mu \sigma^2}{\eta + 1}} \) and degrees of freedom of \( 2\eta + 2 \). It is important to note that the product of univariate \( t \)-densities is not equivalent to a multivariate \( t \) and does not have elliptical contours but instead produces ridges along the axes. These ridges can be made more drastic by choosing the scale parameter.
to be small; see Figure 3.1. Then the posterior will be maximized wherever these
ridges first touch the contours of the likelihood. The parameter \( \eta \) plays a very similar
role to the regularization parameter of the ridge regression, lasso, etc., with larger
values encouraging further shrinkage. Hence the proposed hierarchical structure im-
plies independent \( t \) priors being placed on each regression coefficient. Direct use of
such \( t \) priors would obscure the conjugate nature of the model. From an optimization
perspective, a direct use of such priors leads to a non-convex objective function which
would not be desirable. As we will discuss, within the hierarchical structure each
iteration solves a simpler convex problem leading to an efficient solution.

Once \( v_j^{-1} \)'s are integrated out of the joint posterior, the problem can be seen
analogously as a regularized least squares problem as \( \mu \to 0 \) which solves

\[
\min_{\beta} \sum_{i=1}^{n} (y_i - x_i \beta)^2 + \lambda \sum_{j=1}^{p} \log(\beta_j^2).
\]  

(3.5)
Although it may seem attractive to minimize this function, this is a multi-modal objective which we would like to avoid.

Parameter estimation and model selection are simultaneously accomplished in this model by maximizing the joint posterior distribution of the data and all random parameters, \( p(\beta, \sigma^2, v^{-1}, y|H) \). This solution is desirable for two reasons:

i. This value is the mode of the posterior density and is asymptotically equivalent to the MLE. Besides asymptotic efficiency, the mode is also the Bayes estimator under a 0 − 1 type loss function, see (Sorensen and Gianola, 2002, pg. 999).

Suppose that the loss function has the following form Sorensen and Gianola (2002):

\[
\mathcal{L}(\hat{\theta}, \theta) = \begin{cases} 
0, & \text{if } |\hat{\theta} - \theta| \leq c \\
1, & \text{if } |\hat{\theta} - \theta| > c 
\end{cases}
\]  

where \( \hat{\theta} \) is a point estimator of \( \theta \in \mathbb{R}^d \), and \( c \in \mathbb{R}^d \) is a constant. The expected posterior loss is then

\[
\mathbb{E}_{p(\theta|y)} \mathcal{L}(\hat{\theta}, \theta) = 0 \times P(|\hat{\theta} - \theta| \leq c|y) + 1 \times P(|\hat{\theta} - \theta| > c|y) \\
= 1 - P(|\hat{\theta} - \theta| \leq c|y) \\
= 1 - \int_{\hat{\theta} - c}^{\hat{\theta} + c} p(\theta|y) d\theta. 
\]

One can see that for some \( c \) chosen to be sufficiently small, this quantity will be minimized by the posterior mode.

The modal value will also provide information on which variables are active (which regression coefficients are non-zero) under the support of the likelihood.

Once a model has been selected, other point estimators will also be available for parameters of interest such as posterior means.
ii. In Section 3.1.3, we approximate the marginal likelihood integral using a Laplace approximation Sorensen and Gianola (2002). The Laplace approximation requires a Taylor series expansion around the mode of the function, hence it is useful to compute this estimator.

The joint posterior can be written as the product of the posterior distribution of the parameters and the marginal distribution of the data,

\[ p(\beta, \sigma^2, v^{-1}, y|H) = p(\beta, \sigma^2, v^{-1}|y, H)p(y) \]  

(3.8)

Since \( p(y) \) is only a function of the observed measurements, it follows that

\[ \text{arg} \max_{\beta, \sigma^2, v^{-1}} p(\beta, \sigma^2, v^{-1}, y|H) = \text{arg} \max_{\beta, \sigma^2, v^{-1}} p(\beta, \sigma^2, v^{-1}|y, H). \]  

(3.9)

Having specified a complete hierarchical model, the joint posterior distribution of the parameters is obtained by the product of the likelihood and the specified priors up to a normalizing constant as

\[
\begin{align*}
p(\beta, \sigma^2, v^{-1}|y, H) & \propto p(y|\beta, \sigma^2)p(\beta|\sigma^2, v^{-1})p(\sigma^2)p(v^{-1}|H) \\
& \propto (\sigma^2)^{-\frac{\eta+1}{2}} \prod_{j=1}^{p} v_j^{-1/2-\eta} \mu^\eta \Gamma(\eta+1)^{-p} \\
& \times \exp \left\{ -\frac{(y - X\beta)'(y - X\beta) + \beta'V^{-1}\beta}{2\sigma^2} \right\} \\
& \times \exp \left\{ -\mu \sum_{j=1}^{p} v_j \right\}
\end{align*}
\]  

(3.10)

where \( H = (\eta, \mu) \).
Theorem 1. Given the priors in (3.2), (3.3), (3.4), the product of these prior densities and the normal likelihood, (3.10) is the kernel of a posterior density function for $\beta$, $\sigma^2$, and $v^{-1}$.

Proof for this theorem can be found in Appendix C. The conditional distributions of the parameters can now easily be derived from this joint distribution.

i. The regression coefficients are distributed as multivariate normal conditional on the error variance $\sigma^2$ and the prior covariance of the regression coefficients $V$.

$$\beta|\sigma^2, v^{-1}, y \sim N_p \left( \tilde{\beta}, \tilde{V}^{-1} \sigma^2 \right), \quad (3.11)$$

where $\tilde{\beta} = (X'X + V^{-1})^{-1}X'y$ and $\tilde{V} = X'X + V^{-1}$.

ii. The error variance is distributed as inverse gamma conditional upon all other parameters.

$$p(\sigma^2|\beta, v^{-1}, y) \propto (\sigma^2)^{-(\nu^* + 1)} \times \exp \left\{ -\frac{(y - X\beta)'(y - X\beta) + \beta'V^{-1}\beta}{2\sigma^2} \right\} \quad (3.12)$$

Thus, $\sigma^2|\beta, v^{-1}, y \sim \text{inverse-gamma} \left( \nu^*, \lambda^* \right)$, \quad (3.13)

where $\nu^* = (n + p)/2$ and $\lambda^* = \frac{(y - X\beta)'(y - X\beta) + \beta'V^{-1}\beta}{2}$.

iii. The prior precisions of the regression coefficients, conditional on all other parameters, follow a gamma distribution.

$$p(v^{-1}|\beta, \sigma^2, y, H) \propto \prod_{j=1}^{p} \left( v_j^{-1} \right)^{(1+\eta)/2} \exp \left\{ -\frac{\beta_j^2 + 2\sigma^2\mu}{2\sigma^2} v^{-1}_j \right\}$$
\[
\propto \prod_{j=1}^{p} (v_j^{-1})^{(\frac{1}{2}+\eta-1)} \exp \left\{ -\frac{\beta_j^2 + 2\sigma^2\mu}{2\sigma^2} v_j^{-1} \right\}.
\]

(3.14)

Thus,

\[
v_j^{-1} | \beta_j, \sigma^2, y, H \sim \text{gamma} \left( \eta^*, \mu^*_j \right),
\]

(3.15)

where \( \eta^* = 3/2 + \eta \) and \( \mu^*_j = (\beta_j^2 + 2\sigma^2\mu)/2\sigma^2 \).

Deriving the full set of conditional distributions has several uses. As is frequently done, we may utilize these to simulate from the posterior distribution using Gibbs sampling. Such an approach would allow us to compute traditional Bayes estimators for the regression coefficients. In Section 3.1.1 we show how to use the conditional distributions to maximize the joint posterior in a surprisingly simple and effective way. Maximization will also facilitate computation of the Laplace approximation to the marginal likelihood (Tierney and Kadane, 1986).

### 3.1.1 Computing Posterior Modes

Lindley and Smith (1972) proposed an optimization algorithm to find the joint posterior modes; see also Chen et al. (2001). Once the fully conditional densities of the model parameters are obtained, it is possible to maximize the joint posterior distribution by iteratively maximizing these conditional densities.

Since the conditional posterior distributions obtained in equations (3.11), (3.13), and (3.15) are well-known distributions with readily available modes, the Lindley-Smith optimization algorithm becomes rather appealing to implement. The modes for the distributions in equations (3.11), (3.13), and (3.15) respectively are

\[
\tilde{\beta} = (X'X + V^{-1})^{-1} X'y
\]

(3.16)
\[
\tilde{\sigma}^2 = \frac{\lambda^*}{\nu^* + 1} \\
\tilde{v}_j = \frac{\beta_j^2 + 2\sigma^2\mu}{(1 + 2\eta)\sigma^2}, \quad j = 1, 2, \ldots, p
\]  

(3.17) \quad (3.18)

where \( \nu^*, \lambda^* \) were defined in (3.13). The maximization proceeds through sequential re-estimation of \( \tilde{\beta}^{(l-1)}, \tilde{\sigma}^{(l)}, \tilde{v}_j^{(l)} \), where \( l = 1, \ldots, m \), \( m \) is the number of iterations, and \( \tilde{\beta}^{(0)} \) is the OLS estimator.

For the Laplace approximation we will also need the negative Hessian evaluated at the posterior mode. Let \( \theta = (\beta, \sigma^2, \nu^{-1})' \). The negative Hessian, \( H_\theta \), is given by

\[
-\frac{\partial^2}{\partial \beta_k \partial \beta_m} \log p(y, \theta | \eta) = \begin{cases} 
\frac{1}{\sigma^2} \left( \sum_{i=1}^n x_{ik}^2 + v^{-1}_k \right), & k = m \\
\frac{1}{\sigma^2} \left( \sum_{i=1}^n x_{ik} x_{im} \right), & k \neq m
\end{cases}
\]  

(3.19)

\[
-\frac{\partial^2}{(\partial \sigma^2)^2} \log p(y, \theta | \eta) = -\frac{\nu^* + 1}{\sigma^4} + \frac{2\lambda^*}{\sigma^6} 
\]  

(3.20)

\[
-\frac{\partial^2}{\partial v_k^{-1} \partial v_m^{-1}} \log p(y, \theta | \eta) = \begin{cases} 
v_k^{-1} \left( \frac{1}{2} + \eta \right), & k = m \\
0, & k \neq m
\end{cases}
\]  

(3.21)

\[
-\frac{\partial^2}{\partial \beta_k \partial v_m^{-1}} \log p(y, \theta | \eta) = \begin{cases} 
\frac{\partial_{v_k}}{\sigma^2}, & k = m \\
0, & k \neq m
\end{cases}
\]  

(3.22)

\[
-\frac{\partial^2}{\partial \sigma^2 \partial \beta_k} \log p(y, \theta | \eta) = \frac{1}{\sigma^4} \left[ \sum_{i=1}^n x_{ik} \left( y_i - \sum_{j=1}^p x_{ij} \beta_j \right) - \beta_k v_k^{-1} \right] 
\]  

(3.23)

\[
-\frac{\partial^2}{\partial \sigma^2 \partial v_k^{-1}} \log p(y, \theta | \eta) = -\frac{\beta_k^2}{2\sigma^4}. 
\]  

(3.24)

### 3.1.2 Relation to Regularized LS

Given \( V \), the modal value of \( \beta \) can be obtained as a solution to a penalized least squares problem as with ridge regression. Since we have an iterative procedure, let
\( v_j^{(l)} \) be the \( j \)th diagonal of \( V^{(l)} \) at the \( l \)th iteration and be given. Then the \( l \)th iterate for \( \beta \) is the solution to a similar penalized least squares problem:

\[
\beta^{(l)} = \arg \min_{\beta} \sum_{i=1}^{n} (y_i - x_i \beta)^2 + \sum_{j=1}^{p} \frac{\beta_j^2}{v_j^{(l)}},
\]

(3.25)

If we substitute \( v_j \) with the estimate from (3.18) and let \( \mu \to 0 \), we obtain

\[
\beta^{(l)} = \arg \min_{\beta} \sum_{i=1}^{n} (y_i - x_i \beta)^2 + (1 + 2\eta) \sum_{j=1}^{p} \frac{\beta_j^2}{\omega_j^{(l)}},
\]

(3.26)

where \( \omega_j^{(l)} = +\sqrt{\beta_j^{2(l-1)}/\sigma^2(l)} \). This procedure is essentially re-weighting the predictor variables by the positive square root of the ratio between the current estimate of the coefficients and the residual variance due to them. After this re-weighting procedure, the problem takes the form of a standard ridge regression,

\[
\beta^*(l) = \arg \min_{\beta^*} \sum_{i=1}^{n} \left( y_i - x_i^*(l-1) \beta^* \right)^2 + (1 + 2\eta) \sum_{j=1}^{p} \beta_j^{*2},
\]

(3.27)

where \( \beta_j^* = \beta_j/\omega_j \), \( x_i^*(l) = x_i^{*(l-1)} \omega^{(l)} \) and \( x_i^*(0) = x_i \). The solution to the problem above at iteration \( l \) is given by

\[
\beta^*(l) = \left( X'^*(l) X^*(l) + (1 + 2\eta) I \right)^{-1} X'^*(l) y.
\]

(3.28)

Hence the mode is computed through a sequence of re-weighted ridge estimators. The final estimate \( \tilde{\beta}^{(m)} \) then can be recovered as \( \tilde{\beta}^{*(m)} \times \left( \prod_{l=1}^{m} \omega_1^{(l)}, \ldots, \prod_{l=1}^{m} \omega_p^{(l)} \right)' \) (this multiplication is understood component wise). Note that when \( \eta = -1/2 \), this procedure results in the OLS estimator.
Figure 3.2: Progression of the ARiS algorithm with η values of $-0.25, 0, 2, 5, 10, 20$. Solid and dashed lines indicate the level sets of the squares residuals and the adapted constrained region at each iteration respectively.

Figure 3.3: The solution path for the toy example with respect to η.
Table 3.1: Estimators for each $\eta$

<table>
<thead>
<tr>
<th>$\eta$</th>
<th>$\beta_1$</th>
<th>$\beta_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.5</td>
<td>0.3787</td>
<td>3.1242</td>
</tr>
<tr>
<td>-0.25</td>
<td>0.2850</td>
<td>3.0521</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>2.8441</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>2.7789</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>2.6703</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>2.4110</td>
</tr>
<tr>
<td>$\geq 12$</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

We construct a two-dimensional example to illustrate the method. Consider the model $y_i = \beta_1 x_{i1} + \beta_2 x_2 + \mathcal{N}(0, 1)$, where the true $\beta_1 = 0$ and $\beta_2 = 3$, and the correlation between two predictors is $-0.5$. We generate 30 observations and run ARiS for $\eta = 0$. ARiS iteratively updates the constrained region and converges to a solution. Figure 3.2 (a) - (f) clearly demonstrates how the shrinkage occurs through the adaptation of constrained regions for different $\eta$ values. The constrained region eventually becomes singular along the dimension which has no contribution to the response in the underlying model. Figure 3.3 also shows the solution path of the algorithm with respect to $\eta$. This path is obtained by increasing $\eta$ values in increments of 0.1. As $\eta$ grows sufficiently large, both coefficients are zeroed. Table 3.1 also presents the estimated values of $\beta_1$ and $\beta_2$ for $\eta = \{-0.5, -0.25, 0, 2, 5, 10\}$. Recall that $\eta = -0.5$ case corresponds to the OLS estimator.

3.1.3 Approximations for the marginal likelihood.

Critical to the ARiS procedure is the choice of the $\eta$. We propose empirical Bayes estimation of $\eta$ through the maximization of the marginal likelihood $p(y|\eta)$.
Hence, we must integrate the joint posterior over all parameters,

\[ p(y|\eta) = \int_{\theta} p(y, \theta|\eta) d\theta, \]  

(3.29)

where \( \theta = (\beta, \sigma^2, v^{-1})' \). In the case of the hierarchical model developed in Section 3.1, the direct calculation is intractable. Below we propose both analytical and simulation-based approximations.

**Laplace approximation**

A standard analytical approximation of the marginal likelihood can be computed using the Laplacian method (Tierney and Kadane, 1986). The approximation is obtained as

\[ \log(p(y|\eta)) \approx \log\left[ p\left(y, \tilde{\theta}|\eta\right) \right] + \frac{p}{2} \log(2\pi) - \frac{1}{2} \log|H_{\tilde{\theta}}|, \]  

(3.30)

where \( \tilde{\theta} \) is the mode of the joint posterior and \( H_{\tilde{\theta}} \) is the Hessian matrix evaluated at the posterior mode.

Recall that the ARiS is designed to drive the values of \( \beta_j \) and \( v_j \) to zero for those independent variables \( x_j \) which provide no explanatory value. As \( \mu \to 0 \), the prior precisions and the regression coefficients related to irrelevant independent variables will tend toward \( \infty \) and 0 respectively. In fact we can see in (3.19) that along these \( \beta_j \) the curvature approaches \( \infty \) as we converge to the solution thus driving their variance to 0. At the joint posterior mode, the corresponding dimensions of \( X \) do not contribute and become irrelevant. Under the support of the data, we claim these variables to be insignificant and suggest their removal from the model. The integration follows removal of these irrelevant variables from the model.
The resulting Laplace approximation to the log-marginal likelihood is

$$\log p(y|\eta) \approx \log p(\tilde{\beta}^\dagger, \tilde{\sigma}^2, \tilde{v}^{-1\dagger}, y|H) + \frac{p^\dagger}{2} \log(2\pi) - \frac{1}{2} \log |H_{\tilde{\beta}^\dagger, \tilde{\sigma}^2, \tilde{v}^{-1\dagger}}|, \quad (3.31)$$

where \((\cdot)^\dagger\) represents the reduced model after the removal of the irrelevant variables at the mode.

**Marginal Likelihood Calculation via Importance Sampling**

As will be seen in Section 4.1, Laplace approximation may fail in certain circumstances. We therefore consider other approaches to computing the marginal likelihood. \(\beta\) and \(\sigma^2\) can be analytically integrated out of the joint posterior given in (3.10). The resulting marginal likelihood conditioned on the prior variances is,

$$p(y|v^{-1}) \propto |X'X + V^{-1}|^{-1/2} |V|^{-1/2} (\lambda + S^2)^{-(n+\nu)/2}, \quad (3.32)$$

where

$$S^2 = y'y - y'X (X'X + V^{-1})^{-1} X'y; \quad (3.33)$$

see also (Chipman et al., 2001, eqs 3.11,3.12).

The marginal likelihood conditioned over \(\eta\) can now be obtained through integration as

$$p(y|\eta) = \int_{v^{-1}} p(y|v^{-1})p(v^{-1}|\eta)dv^{-1} = \mathbb{E}_{v^{-1}|\eta} [p(y|v^{-1})] \quad (3.34)$$

where the expectation is taken over the prior distribution of \(v^{-1}\).
The quantity of interest is the marginal likelihood conditioned over the parameter \( \eta \) which controls the amount of shrinkage imposed on the model size. Although the integration over \( \beta \) and \( \sigma^2 \) is analytically tractable as shown above, the integration over \( v^{-1} \) is not. The marginal likelihood of the data given \( \eta \) can then be expressed as

\[
p(y|\eta) = \frac{\int p(y|v^{-1})p(v^{-1}|\eta)dv^{-1}}{\int p(v^{-1}|\eta)dv^{-1}} = \frac{\int p(y|v^{-1})\frac{p(v^{-1}|\eta)}{g(v^{-1})}g(v^{-1})dv^{-1}}{\int \frac{p(v^{-1}|\eta)}{g(v^{-1})}g(v^{-1})dv^{-1}}
\]

(3.35)

since \( \int p(v^{-1}|\eta)dv^{-1} = 1 \). Here \( g(v^{-1}) \) represents a convenient proposal density. In this particular case, because the prior distribution over \( v_j^{-1} \) is very flat, we use a uniform distribution over the joint space of \( \prod v_j^{-1} \). Once the samples are generated from this uniform distribution, they are then re-weighted according to a gamma density. We choose to do this since directly sampling from the prior may result in inefficient estimates of \( p(y|\eta) \); see Kass and Raftery (1995). In cases where the posterior is concentrated relative to the prior, most of the samples obtained from the prior distribution will be in regions that are not supported by the data. Only a few samples will come from the likelihood region which will eventually lead to an estimate that is an average of a few “useful” samples. Let us write a consistent estimator for the marginal likelihood given above. The pieces in the numerator and the denominator of (3.35) can respectively be estimated as

\[
\lim_{m \to \infty} \left[ \frac{1}{m} \sum_{j=1}^{m} p(y|v^{-1}[j])\frac{p(v^{-1}[j]|\eta)}{g(v^{-1}[j])} \right] = \int p(y|v^{-1})\frac{p(v^{-1}|\eta)}{g(v^{-1})}g(v^{-1})dv^{-1}
\]

\[
\lim_{m \to \infty} \left[ \frac{1}{m} \sum_{j=1}^{m} \frac{p(v^{-1}[j]|\eta)}{g(v^{-1}[j])} \right] = \int \frac{p(v^{-1}|\eta)}{g(v^{-1})}g(v^{-1})dv^{-1}.
\]

(3.36)
Setting \( w[^j] = p(v^{-1}[^j]|\eta)/g(v^{-1}[^j]) \), for large \( m \),

\[
\hat{p}(y|\eta) = \frac{\sum_{j=1}^m w[^j] p(v^{-1}[^j]|\eta)}{\sum_{j=1}^m w[^j]},
\]

which is a weighted average of the density of the sampling distribution evaluated at the corresponding samples values of the parameter.

In order to ensure efficient sampling, we define a hypercube around the mode of the joint posterior in order to obtain a sampling region over \( \prod_j v_j^{-1} \). The sampling region is the set \( \{v_j^{-1}|\max(0, \tilde{v}_j^{-1} - k\sigma_j^{-1}) < v_j^{-1} < \tilde{v}_j^{-1} + k\sigma_j^{-1}\} \) where \( \tilde{v}_j^{-1} \) is the modal value of \( v_j^{-1} \), \( \sigma_j^{-1} \) is the inverse curvature at the mode and \( k \) is to be chosen to adjust the width of the box.

### 3.1.4 The Marginal Posterior Mode of \( \beta \) via EM

An expectation-maximization approach may be used to obtain the marginal posterior mode of \( \beta \). Consider the identity

\[
p(\beta|y) = \frac{p(\beta, \sigma^2, v^{-1}|y)}{p(\sigma^2, v^{-1}|y, \beta)}
\]

(3.38)

Taking the logarithm and then taking the expectations of both sides with respect to \( p(\sigma^2, v^{-1}|\beta^{(l)}) \) yields

\[
\log p(\beta|y) = \log p(\beta, \sigma^2, v^{-1}|y) - \log p(\sigma^2, v^{-1}|y, \beta)
\]

\[
= \int \log p(\beta, \sigma^2, v^{-1}|y)p(\sigma^2, v^{-1}|\beta^{(l)}) d\sigma^2 dv^{-1}
\]

\[- \int \log p(\sigma^2, v^{-1}|y, \beta)p(\sigma^2, v^{-1}|\beta^{(l)}) d\sigma^2 dv^{-1},
\]

(3.39)
where $\beta^{(l)}$ is the current guess of $\beta$ (Sorensen and Gianola, 2002, pg. 446). The EM algorithm involves working with the first term of (3.39). The EM procedure in our case would consist of the following two steps: (i) expectation of $\log p(\beta, \sigma^2, v^{-1}|y)$ with respect to $p(\sigma^2, v^{-1}|\beta^{(l)})$, (ii) maximization of the expected value with respect to $\beta$. An iterative procedure results by replacing the initial guess $\beta^{(l)}$ with the solution of the maximization procedure $\beta^{(l+1)}$ and repeating (i) and (ii) until convergence.

With a slight change in the hierarchical model used, the above expectation will become quite trivial. Unlike (3.2), let us not condition the prior density of $\beta$ on $\sigma^2$. Under such a setup, $p(\sigma^2, v^{-1}|y, \beta^{(l)}) = p(\sigma^2|y, \beta^{(l)}) p(v^{-1}|y, \beta^{(l)})$. Notice that the conditional posteriors in (3.13) and (3.15) now become

$$p(\sigma^2|\beta, y) \propto (\sigma^2)^{-\left(\frac{n}{2} + 1\right)} \exp\left\{-\frac{(y - X\beta)'(y - X\beta)}{2\sigma^2}\right\},$$  \hspace{1cm} (3.40)$$

$$p(v_j^{-1}|\beta, y, H) \propto (v_j^{-1})^{\left(\frac{4}{2} + \eta - 1\right)} \exp\left\{-\left(\frac{\beta_j^2}{2} + \mu\right)v_j^{-1}\right\}. \hspace{1cm} (3.41)$$

Given the new prior, let us re-write (3.10) in the log form excluding the terms that do not depend on $\beta$, $\sigma^2$ and $v^{-1}$:

$$\log p(\beta, \sigma^2, v^{-1}|y, H) \propto -(n/2 + 1) \log(\sigma^2) + (1/2 + \eta) \sum_{j=1}^{p} \log v_j^{-1}$$

$$- \frac{(y - X\beta)'(y - X\beta)}{2\sigma^2} - \frac{\beta'V^{-1}\beta}{2} - \mu \sum_{j=1}^{p} v_j^{-1}.$$  \hspace{1cm} (3.42)

Next we compute $\mathbb{E}_{v^{-1}|y, \beta^{(l)}} \mathbb{E}_{\sigma^2|y, \beta^{(l)}} \log p(\beta, \sigma^2, v^{-1}|y, H)$ as $\mu \to 0$:

$$-(n/2 + 1) \mathbb{E}_{\sigma^2|y, \beta^{(l)}} \log(\sigma^2) + (1/2 + \eta) \mathbb{E}_{v^{-1}|y, \beta^{(l)}} \left(\sum_{j=1}^{p} \log v_j^{-1}\right)$$

$$- \frac{(y - X\beta)'(y - X\beta)}{2S^2(l)/n} - (\eta + \frac{3}{2}) \sum_{j=1}^{p} \frac{\beta_j^2}{\beta_j^{(l)}},$$  \hspace{1cm} (3.43)
where $S^2(l) = (y - X\beta^{(l)})' (y - X\beta^{(l)})$.

Having completed the expectation step, the maximization of (3.43) with respect to $\beta$ yields an estimator as the solution to the following sequence of convex minimization problems:

$$\beta^{(l+1)} = \arg\min_{\beta} (y - X\beta)' (y - X\beta) + (2\eta + 3) \sum_{j=1}^{p} \frac{\beta_j^2}{\eta_j^2 / S^2(l)}$$  \hspace{1cm} (3.44)

Hence, the marginal posterior mode of $\beta$ is extremely similar in form to the joint posterior mode. Note that we can still adopt the weighting perspective mentioned earlier. Recall from Section 3.1 that the integration over $v_j^{-1}$ in the prior distribution of $\beta_j$ results in a univariate $t$-density with degrees of freedom $2\eta + 2$. Therefore, a value of $\eta = -3/2$ will actually lead to a flat prior over $\beta_j$ resulting in the OLS estimator (note that when $\eta = -3/2$, the kernel of the $t$ density has power 0 resulting in a flat density). Also, the solution to the marginal when $\eta = -1$ will be identical to the maximization of the joint posterior when $\eta = 0$.

Harville (1977) mentions that the estimator of Lindley and Smith (1972) based on joint maximization may be far from the Bayes estimator and suggests that the maximization of the marginal mode of the variance components would be a superior approach. Above we have shown that in our case the mode of the marginal density has the same form as the joint mode justifying the conditional maximization approach. In fact, Tipping adopts the approach suggested by Harville, maximizing the joint posterior mode of $v^{-1}$ and $\sigma^2$ after integrating over $\beta$ but still achieves the zeroing effect.

We needed a slight change in the model to ease our work for the expectation step above, that is, we made the prior distribution of the regression coefficients independent of the error variance. One may think that while we were trying to show the
equivalence of these two solutions (the joint and the marginal solutions), we actually created two different models and show that their solutions are identical in form, yet, they do not follow the same model. In the traditional Bayesian analysis of the linear regression models, the regression coefficients are conditioned over the noise variance. This provides an estimator for the regression coefficients that is independent of the noise variance. We followed this convention when we were forming our hierarchical model. However, in our case, there is no such thing as independence between the solutions of the regression coefficients and the noise variance. Although in an explicit statement such as (3.16) it may seem that the solution for the regression coefficients does not depend on the error variance, there exists an implicit dependence through the solution of $v_j^{-1}$s. We could have very well constructed our hierarchical model using a prior on regression coefficients independent of the noise variance. This would lead to a solution that is only slightly different. The re-estimation equation in (3.16), (3.17) and (3.18) would become

$$
\tilde{\beta} = (X'X + \sigma^2 V^{-1})^{-1} X' y \\
\tilde{\sigma}^2 = \frac{(y - X\beta)'(y - X\beta)}{n + 2} \\
\tilde{v}_j = \frac{\beta_j^2 + 2\mu}{1 + 2\eta}, \quad j = 1, 2, \ldots, p.
$$

(3.45) \quad (3.46) \quad (3.47)

Now, the solution for $v_j$ is independent of $\sigma^2$, yet the solution of $\beta$ explicitly depends on $\sigma^2$. That said, the implicit dependence has become an explicit one. Thus the iterative solution for the regression coefficients as $\mu \to 0$ can be written as

$$
\beta^{(l+1)} = \arg \min_{\beta} \frac{(y - X\beta)'(y - X\beta) + (2\eta + 1) \sum_{j=1}^{p} \frac{\beta_j^2}{\beta_j^{2(l)} / \sigma_j^{2(l)}}}{\sum_{j=1}^{p} \beta_j^{2(l)} / \sigma_j^{2(l)}}
$$

(3.48)
in which, apart from the tuning quantity \((2\eta + 1)\), the only difference with (3.44) is the plug-in estimator used for the noise variance.

Having shown that these procedures are fundamentally identical in form to each other, let us discuss another important point, the choice of initial values to start the algorithm. Let us consider the solution following (3.44) with \(\eta = -1\):

\[
\beta^{(l+1)} = \left( X'X + \begin{bmatrix} S^2(l)/n\beta^2_1 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & S^2(l)/n\beta^2_p \end{bmatrix} \right)^{-1} X'y \tag{3.49}
\]

We cannot just plug any \(\beta^{(0)}\) as an initial estimator. Consider \(\beta^{(0)} = 0\). In this case all the regression coefficients will be zeroed. Or let only a subset of \(\beta^{(0)}\) be zero. Then in the solution those components will remain zero. Although we are solving a series of simple convex problems, the dependency of the solution to the initial value proves that here we are dealing with a multi-modal objective function as would be expected. Thus using the OLS estimator as an initial value will take us to a local stationary point which is most likely under the support of the data in hand.

To gain further intuition, let us consider an orthogonal case and let the predictors be scaled so that they have unit 2-norm, i.e. \(X'X = I\). In such a case the OLS estimator for \(\beta\) would have a variance-covariance matrix \(\hat{\sigma}^2I\) where \(\hat{\sigma}^2\) is a plug-in estimator, e.g. the maximum likelihood estimator or the bias corrected estimator. Testing the null hypothesis \(H_0 : \beta_j = 0\), a \(t\)-statistic can be computed for a component \(\hat{\beta}_j\) as \(\hat{\beta}_j/\hat{\sigma}^2\). Notice in (3.49) the quantities at the diagonal of the second piece under the matrix inverse operation, \(S^2(l)/n\beta^2_j\), resemble the inverse of a squared \(t\)-statistic. In fact, recall from Section 3.1.2 that we formed a sequence of ridge regression problems.
out of this procedure by re-weighting our predictors by $|\beta_j^{(t-1)}/\sigma^{(t)}|$ which is the absolute value of a $t$-statistic. Thus, following a conventional testing procedure, those predictors which correspond to coefficients with larger $t$-statistics will be given more importance. This is yet another point that intuitively explains our procedure.

### 3.2 Developing ARiS with a Scale Mixtures of Normals

There may be cases where a normal likelihood assumption is not feasible. If the data is contaminated by outliers, one may consider to use a likelihood that is going to be more tolerating to these extreme observations. A Student-$t$ likelihood quickly comes to mind with its heavier tails and ability to accommodate observations that would not be likely to observe under a normal process. In Section 2.2 we introduced a Bayesian hierarchical model by Geweke (1993) that is equivalent to a joint posterior under a Student-$t$ likelihood. Now we will exploit this nice hierarchical structure.

Consider the following hierarchical model:

$$
y|\beta, \sigma^2, \Omega, X \sim N_n(X\beta, \sigma^2\Omega) \quad (3.50)
$$

$$
\beta|\sigma^2, v^{-1} \sim N_p(0, \sigma^2 V) \quad (3.51)
$$

$$
\sigma^2 \propto 1/\sigma^2 \quad (3.52)
$$

$$
v_j^{-1}|\eta, \mu \sim gamma(\eta + 1, \mu) \quad (3.53)
$$

$$
\omega_i|\xi \sim inv-gamma(\nu/2, \nu/2) \quad (3.54)
$$

where $i = 1, ..., n$ and $j = 1, ..., p$, the vector $v^{-1} = diag(V^{-1})$ where $V$ is a diagonal matrix with elements $v_j$, $j = 1, ..., p$ and the vector $\omega = diag(\Omega)$ where $\Omega$ is a
diagonal matrix with elements $\omega_i, i = 1, ..., n$.

The joint posterior density can be written up to a normalizing constant as

$$p(\beta, \sigma^2, v^{-1}, \omega|y, H) \propto p(y|\beta, \sigma^2)p(\beta|\sigma^2, v^{-1})p(\sigma^2)p(v^{-1}|H)p(\omega)$$

$$\propto (\sigma^2)^{-(\frac{p(n+p)}{2}+1)} \prod_{j=1}^{p} v_j^{-1/2-\eta} \mu^{p(n+1)} \Gamma(\eta + 1)^{-p}$$

$$\times \prod_{i=1}^{n} \omega_j^{-(v+1)/2} \nu^{\nu/2} \Gamma(\nu/2)^{-n}$$

$$\times \exp \left\{ -\frac{(y - X\beta)'(y - X\beta) + \beta'\Omega^{-1}\beta}{2\sigma^2} \right\}$$

$$\times \exp \left\{ -\mu \sum_{j=1}^{p} v_j^{-1} \right\} \exp \left\{ -\frac{\nu}{2} \sum_{i=1}^{n} \omega_j^{-1} \right\}$$

(3.55)

where $H = (\eta, \mu, \nu)$.

This hierarchical structure leads to an analytically intractable posterior, yet another very attractive structure from which the fully conditional posterior densities of the unobservables can be obtained.

i. The regression coefficients are distributed as multivariate normal conditional on all the other unobservables.

$$\beta|\sigma^2, v^{-1}, \omega, y \sim N_p \left( \tilde{\beta}, \tilde{V}^{-1}\sigma^2 \right),$$

(3.56)

where $\tilde{\beta} = (X'\Omega^{-1}X + V^{-1})^{-1}X'\Omega^{-1}y$ and $\tilde{V} = X'\Omega^{-1}X + V^{-1}$.

ii. The error variance is distributed as inverse gamma conditional on all other unobservables.

$$p(\sigma^2|\beta, v^{-1}, \omega, y) \propto (\sigma^2)^{-\left(\frac{\eta+n}{2}+1\right)}$$

$$\times \exp \left\{ -\frac{(y - X\beta)'\Omega^{-1}(y - X\beta)}{2\sigma^2} \right\}$$

49
\[ \times \exp \left\{ -\frac{\beta' V^{-1} \beta}{2\sigma^2} \right\} \]  

Thus,

\[ \sigma^2 | \beta, v^{-1}, \Omega, y \sim \Gamma^{-1} (\nu^*, \lambda^*), \]  

(3.57)

where \( \nu^* = (n + p)/2 \) and \( \lambda^* = \frac{(y-X\beta)'\Omega^{-1}(y-X\beta)+\beta'v^{-1}\beta}{2} \).

iii. The prior precisions of the regression coefficients, conditional on all other unobservables, follow a gamma distribution.

\[ p(\nu^{-1} | \beta, \sigma^2, y, H) \propto \prod_{j=1}^{p} (\nu^{-1}_j)^{(1/2+n)} \exp \left\{ -\frac{\beta^2_j + 2\sigma^2\mu}{2\sigma^2} \nu^{-1}_j \right\} \]

\[ \propto \prod_{j=1}^{p} (\nu^{-1}_j)^{(3/2+n-1)} \exp \left\{ -\frac{\beta^2_j + 2\sigma^2\mu}{2\sigma^2} \nu^{-1}_j \right\}. \]  

(3.59)

Thus,

\[ \nu^{-1}_j | \beta, \sigma^2, y, H \sim \Gamma \left( \eta^*_j, \mu^*_j \right), \]  

(3.60)

where \( \eta^* = 3/2 + \eta \) and \( \mu^*_j = (\beta^2_j + 2\sigma^2\mu)/2\sigma^2 \).

iv. The weights, conditional on all other unobservables, follow an inverse gamma distribution.

\[ p(\omega | \beta, \sigma^2, y, H) \propto \prod_{i=1}^{p} \omega_i^{-(\nu+3)/2} \exp \left\{ -\frac{(y_i - x_i\beta)^2 / \sigma^2 + \nu}{2\omega_i} \right\}. \]  

(3.61)

Thus,

\[ \omega_i | \beta, \sigma^2, y, H \sim inv - \Gamma \left( \nu^i, \nu^i_\| \right), \]  

(3.62)

where \( \nu^i = (\nu + 1)/2 \) and \( \nu^i_\| = \frac{(y_i - x_i\beta)^2 / \sigma^2 + \nu}{2} \).
### 3.2.1 Computing Posterior Modes

We can use the Lindley-Smith procedure (Lindley and Smith, 1972) to maximize this joint posterior density since we have all the fully conditional densities available. The modes for the distributions in equations (3.56), (3.58), and (3.60) and (3.62) respectively are

\[
\tilde{\beta} = (X'\Omega^{-1}X + V^{-1})^{-1} X'\Omega^{-1}y \quad (3.63)
\]

\[
\tilde{\sigma}^2 = \frac{\lambda^*}{\nu^* + 1} \quad (3.64)
\]

\[
\tilde{v}_j = \frac{\beta_j^2 + 2\sigma^2\mu}{(1 + 2\eta)\sigma^2}, \quad j = 1, 2, \ldots, p \quad (3.65)
\]

\[
\tilde{\omega}_i = \frac{(y_i - x_i\beta)^2/\sigma^2 + \nu}{\nu + 3} \quad (3.66)
\]

where \(\nu^*, \lambda^*\) were defined in (3.58). The maximization proceeds through sequential re-estimation of \(\tilde{\beta}^{(l-1)}, \tilde{\sigma}^{2(l)}, \tilde{v}_j^{(l)}, \tilde{\omega}_i^{(l)}\) where \(l = 1, \ldots, m\), \(m\) is the number of iterations, and \(\tilde{\beta}^{(0)}\) is the OLS estimator.

### 3.2.2 The Joint Posterior Mode of \(\beta\) and \(\omega\) via EM

An expectation-maximization approach may be used to obtain the joint posterior mode of \(\beta\) and \(\omega\). This can be obtained as

\[
\log p(\beta, \omega|y) = \log p(\beta, \sigma^2, v^{-1}, \omega|y) - \log p(\sigma^2, v^{-1}|y, \beta)
\]

\[= \int \log p(\beta, \sigma^2, v^{-1}, \omega|y)p(\sigma^2, v^{-1}|\beta^{(l)}, \omega^{(l)}) d\sigma^2 dv^{-1} - \int \log p(\sigma^2, v^{-1}|y, \beta)p(\sigma^2, v^{-1}|\beta^{(l)}, \omega^{(l)}) d\sigma^2 dv^{-1}, \quad (3.67)\]

where \(\beta^{(l)}\) and \(\omega^{(l)}\) are the current guesses for \(\beta\) and \(\omega\). The EM procedure in this case would follow these two steps: (i) expectation of \(\log p(\beta, \sigma^2, v^{-1}, \omega|y)\) with
respect to \( p(\sigma^2, v^{-1}|\beta^{(l)}, \omega^{(l)}) \), (ii) maximization of the expected value with respect to \( \beta \) and \( \omega \). An iterative procedure results by replacing the initial guesses \( \beta^{(l)} \) and \( \omega^{(l)} \) with the solution of the maximization procedure \( \beta^{(l+1)} \) and \( \omega^{(l+1)} \) repeating (i) and (ii) until convergence.

We make the same slight change to (3.51) as we have in Section 3.1.4. This helps us again write \( p(\sigma^2, v^{-1}|y, \beta^{(l)}) = p(\sigma^2|y, \beta^{(l)}) p(v^{-1}|y, \beta^{(l)}) \). Notice that the conditional posteriors in (3.58) and (3.60) now become

\[
p(\sigma^2|y, \beta) \propto (\sigma^2)^{-\left(\frac{n}{2}+1\right)} \exp\left\{ -\left(\frac{y - X\beta}{2\sigma^2}\Omega^{-1}(y - X\beta)\right) \right\}, \tag{3.68}
\]

\[
p(v_{j-1}^{-1}|\beta, y, H) \propto (v_{j-1})^{\left(\frac{3}{2}+\eta-1\right)} \exp\left\{ -\left(\frac{\beta_j^2}{2} + \mu\right)v_{j-1}^{-1}\right\}. \tag{3.69}
\]

Given the new prior, let us re-write (3.55) in the log form excluding the terms that do not depend on \( \beta, \sigma^2, v^{-1} \) and \( \omega \):

\[
\log p(\beta, \sigma^2, V|y, H) \propto -(n/2 + 1) \log(\sigma^2) + (1/2 + \eta) \sum_{j=1}^{p} \log v_{j-1}^{-1} - \frac{(y - X\beta)'\Omega^{-1}(y - X\beta)}{2\sigma^2} - \frac{\beta'V^{-1}\beta}{2} - \mu \sum_{j=1}^{p} v_{j-1}^{-1} - \frac{\nu + 3}{2} \sum_{i=1}^{n} \log(\omega_i) - \frac{\nu}{2} \sum_{i=1}^{n} \omega^{-1}. \tag{3.70}
\]

Next we compute \( \mathbb{E}_{v^{-1}|y, \beta^{(l)}} \mathbb{E}_{\sigma^2|y, \beta^{(l)}} \log p(\beta, \sigma^2, v^{-1}, \omega, H) \). Using the identity \( p(\log \alpha) = \alpha p(\alpha) \) for a real valued random variable \( \alpha \), this expectation is obtained as

\[
- \frac{n+2}{2n-8} s^{2(l)} + \frac{1}{2} + \eta(2\eta + 5) \sum_{j=1}^{p} \frac{1}{\beta_j^{2(l)}} - \frac{(y - X\beta)'\Omega^{-1}(y - X\beta)}{2s^{2(l)} / n} - (\eta + 3) \sum_{j=1}^{p} \frac{\beta_j^2}{\beta_j^{2(l)}} - \frac{\nu + 3}{2} \sum_{i=1}^{n} \log(\omega_i) - \frac{\nu}{2} \sum_{i=1}^{n} \omega^{-1}, \tag{3.71}
\]
where \( S^2(l) = (\mathbf{y} - \mathbf{X}\beta^{(l)})' (\mathbf{y} - \mathbf{X}\beta^{(l)}) \).

Having completed the expectation step, the maximization of (3.71) with respect to \( \beta \) and \( \omega \) yields a re-weighted estimator:

\[
\beta^{(l+1)} = \arg \min_{\beta} (\mathbf{y} - \mathbf{X}\beta)' \Omega^{-1(l)} (\mathbf{y} - \mathbf{X}\beta) + (2\eta + 3) \sum_{j=1}^{p} \frac{\beta_j^2}{n\beta_{j(2)}^2 / S^2(l)}
\]

\( (3.72) \)

\[
\omega_{i}^{(l+1)} = \left[ \frac{(y_i - x_i\beta^{(l+1)})^2}{S^2(l)/n} + \nu \right] / (\nu + 3),
\]

\( (3.73) \)

where \( \beta^{(0)} \) is the OLS estimator and \( \omega^{(0)} = 1 \).
Chapter 4

Experimental Results

4.1 Simulated Data Sets

Normal Setup

This section reports the results of a simulation study comparing the ARiS estimates with a number of computationally efficient penalized least squares methods. In the study we consider a model of the form $y = X\beta + \mathcal{N}(0, \sigma^2)$. For each data set, we center $y$ and scale the columns of $X$ so that they have unit 2-norm. The lasso and elastic net were fit using the lars and elasticnet libraries in R.

Model 0: This model, adopted from Zou (2006), is a special case where the lasso estimate fails to improve as sample size increases. The true regression coefficients are $\beta = (5.6, 5.6, 5.6, 0)$. The predictors $x_i$ ($i = 1, ..., n$) are iid $\mathcal{N}(0, C)$ where $C$ is defined in Zou (2006) (Corollary 1, pg. 1420) with $\rho_1 = -.39$ and $\rho_2 = .23$. Under this scenario, $C$ does not allow consistent lasso selection. Zou (2006) proposes the adaptive lasso for consistent model selection. In this setting, we simulate 1000 data sets from the above model for different combinations of sample size and error variance. Table 4.1 reports the proportion of the cases where the solution paths included the
true model for ARiS, lasso and adaptive lasso. We also report the results for the ARiS algorithm in the special case of $\eta = 0$. The results indicate that the ARiS algorithm performs nearly as well as the adaptive lasso and far better than the ordinary lasso in terms of consistent model selection under this particular setting. For $\eta = 0$, the ARiS produces a consistent estimate and does not require a search over the solution path. For medium and large values of $n$ we can see that it significantly outperforms the lasso. Results for the lasso and adalasso agree with those of Zou (2006).

We now compare prediction accuracy and model selection consistency using the following three models which are drawn from Tibshirani (1996).

**Model 1**: In this example, we let $\beta = (3, 1.5, 0, 0, 2, 0, 0, 0)'$ with iid normal predictors $x_i (i = 1, ..., n)$. The pairwise correlation between the predictors $x_j$ and $x_k$ are adjusted to be $(.5)^{|j-k|}$.

**Model 2**: We use the same setup as model 1 with $\beta_j = 0.85$ for all $j$.

**Model 3**: We use the same setup as model 1 with $\beta = (5, 0, 0, 0, 0, 0, 0, 0)'$.

We test models 1, 2, and 3 for two different sample sizes ($n = 20, 100$) and two noise levels ($\sigma = 3, 6$). This experiment is conducted 100 times under each setting. In Tables 4.2, 4.3 and 4.4 we report the median prediction error (MSE) on a test set of 10,000 observation for each of the 100 cases. The values in the parentheses give the bootstrap standard error of the median MSE values obtained. C, I and CM respectively stand for the number of correctly chosen predictors, number of incorrectly
Table 4.2: Results for model 1.

<table>
<thead>
<tr>
<th>Method</th>
<th>$\sigma = 3$, $n = 20$</th>
<th>$\sigma = 6$, $n = 20$</th>
<th>$\sigma = 3$, $n = 100$</th>
<th>$\sigma = 6$, $n = 100$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MSE (Sd)</td>
<td>C</td>
<td>I</td>
<td>CM</td>
</tr>
<tr>
<td>ARiS($\eta = 0$)</td>
<td>14.3414 (0.4198)</td>
<td>2.23</td>
<td>0.89</td>
<td>0.15</td>
</tr>
<tr>
<td>ARiS – $eB_{Lap}$</td>
<td>16.3220 (0.3434)</td>
<td>1.42</td>
<td>0.10</td>
<td>0.04</td>
</tr>
<tr>
<td>ARiS – $eB_{k=100}$</td>
<td>14.1294 (0.5490)</td>
<td>2.05</td>
<td>0.53</td>
<td>0.17</td>
</tr>
<tr>
<td>Lasso</td>
<td>13.8329 (0.4078)</td>
<td>2.69</td>
<td>1.79</td>
<td>0.08</td>
</tr>
<tr>
<td>Lasso(cml)</td>
<td>13.7349 (0.4959)</td>
<td>2.37</td>
<td>1.07</td>
<td>0.09</td>
</tr>
<tr>
<td>AdaLasso</td>
<td>15.0272 (0.4686)</td>
<td>2.26</td>
<td>1.20</td>
<td>0.13</td>
</tr>
<tr>
<td>ElasticNet($\lambda_2 = 1$)</td>
<td>13.7353 (0.3343)</td>
<td>2.73</td>
<td>1.89</td>
<td>0.06</td>
</tr>
<tr>
<td>$nn – Garrote$</td>
<td>14.0934 (0.4435)</td>
<td>2.58</td>
<td>2.48</td>
<td>0.02</td>
</tr>
<tr>
<td>Ridge</td>
<td>13.7727 (0.4166)</td>
<td>3</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>$Ols$</td>
<td>15.4568 (0.5224)</td>
<td>3</td>
<td>5</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>$\sigma = 3$, $n = 100$</th>
<th>$\sigma = 6$, $n = 100$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARiS($\eta = 0$)</td>
<td>9.3409 (0.0660)</td>
<td>2.97</td>
</tr>
<tr>
<td>ARiS – $eB_{Lap}$</td>
<td>9.4427 (0.0724)</td>
<td>2.96</td>
</tr>
<tr>
<td>ARiS – $eB_{k=3}$</td>
<td>9.3887 (0.0432)</td>
<td>2.98</td>
</tr>
<tr>
<td>Lasso</td>
<td>9.6631 (0.0631)</td>
<td>3</td>
</tr>
<tr>
<td>Lasso(cml)</td>
<td>9.6605 (0.0555)</td>
<td>2.99</td>
</tr>
<tr>
<td>AdaLasso</td>
<td>9.7004 (0.0939)</td>
<td>2.85</td>
</tr>
<tr>
<td>ElasticNet($\lambda_2 = 0.1$)</td>
<td>9.5607 (0.0671)</td>
<td>3</td>
</tr>
<tr>
<td>$nn – Garrote$</td>
<td>9.4919 (0.0901)</td>
<td>3</td>
</tr>
<tr>
<td>Ridge</td>
<td>9.8615 (0.0755)</td>
<td>3</td>
</tr>
<tr>
<td>$Ols$</td>
<td>9.7112 (0.0596)</td>
<td>3</td>
</tr>
</tbody>
</table>
Table 4.3: Results for model 2.

<table>
<thead>
<tr>
<th>Method</th>
<th>MSE (Sd)</th>
<th>C</th>
<th>I</th>
<th>CM</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sigma = 3 ) n = 20</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \text{ARiS}(\eta = 0) )</td>
<td>15.3053 (0.4332)</td>
<td>3.4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( \text{ARiS} - eB_{\text{Lap}} )</td>
<td>19.0261 (0.1610)</td>
<td>1.60</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( \text{ARiS} - eB_{k=3} )</td>
<td>15.2739 (0.3484)</td>
<td>3.24</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Lasso</td>
<td>14.0350 (0.3963)</td>
<td>5.21</td>
<td>0</td>
<td>0.08</td>
</tr>
<tr>
<td>Lasso(cml)</td>
<td>14.7502 (0.5382)</td>
<td>3.61</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>AdaLasso</td>
<td>16.4863 (0.5305)</td>
<td>3.66</td>
<td>0</td>
<td>0.01</td>
</tr>
<tr>
<td>ElasticNet(( \lambda_2 = 1 ))</td>
<td>13.0765 (0.2780)</td>
<td>6.40</td>
<td>0</td>
<td>0.29</td>
</tr>
<tr>
<td>nn – Garrote</td>
<td>14.5337 (0.4887)</td>
<td>5.09</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Ridge</td>
<td>11.7124 (0.2210)</td>
<td>8</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Ols</td>
<td>14.2135 (0.3473)</td>
<td>8</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>( \sigma = 6 ) n = 20</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \text{ARiS}(\eta = 0) )</td>
<td>49.7997 (0.7488)</td>
<td>2.13</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( \text{ARiS} - eB_{\text{Lap}} )</td>
<td>49.3095 (0.5579)</td>
<td>1.31</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( \text{ARiS} - eB_{k=100} )</td>
<td>47.9480 (0.7287)</td>
<td>1.38</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Lasso</td>
<td>47.3209 (0.7402)</td>
<td>2.7</td>
<td>0</td>
<td>0.01</td>
</tr>
<tr>
<td>Lasso(cml)</td>
<td>46.5628 (0.5432)</td>
<td>1.95</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>AdaLasso</td>
<td>48.7509 (0.5405)</td>
<td>2.39</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>ElasticNet(( \lambda_2 = 1000 ))</td>
<td>46.7312 (0.7713)</td>
<td>3.19</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>nn – Garrote</td>
<td>57.1654 (2.3273)</td>
<td>5.71</td>
<td>0</td>
<td>0.06</td>
</tr>
<tr>
<td>Ridge</td>
<td>45.6485 (0.8320)</td>
<td>8</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Ols</td>
<td>60.2328 (2.0051)</td>
<td>8</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>( \sigma = 6 ) n = 20</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \text{ARiS}(\eta = 0) )</td>
<td>40.8476 (0.1875)</td>
<td>3.22</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( \text{ARiS} - eB_{\text{Lap}} )</td>
<td>45.3506 (0.2318)</td>
<td>1.5</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( \text{ARiS} - eB_{k=3} )</td>
<td>40.8015 (0.1975)</td>
<td>3.46</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Lasso</td>
<td>38.8809 (0.2259)</td>
<td>6.45</td>
<td>0</td>
<td>0.18</td>
</tr>
<tr>
<td>Lasso(cml)</td>
<td>40.8431 (0.3779)</td>
<td>3.74</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>AdaLasso</td>
<td>40.4044 (0.2428)</td>
<td>4.41</td>
<td>0</td>
<td>0.02</td>
</tr>
<tr>
<td>ElasticNet(( \lambda_2 = 0.01 ))</td>
<td>38.6808 (0.1883)</td>
<td>6.4</td>
<td>0</td>
<td>0.17</td>
</tr>
<tr>
<td>nn – Garrote</td>
<td>39.0697 (0.1628)</td>
<td>6.79</td>
<td>0</td>
<td>0.29</td>
</tr>
<tr>
<td>Ridge</td>
<td>38.4051 (0.1647)</td>
<td>8</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Ols</td>
<td>38.6823 (0.1705)</td>
<td>8</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Model</td>
<td>MSE (Sd)</td>
<td>C</td>
<td>I</td>
<td>CM</td>
</tr>
<tr>
<td>------------------------</td>
<td>----------------</td>
<td>----</td>
<td>----</td>
<td>-----</td>
</tr>
<tr>
<td>$\sigma = 3$ $n = 20$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ARiS($\eta = 0$)</td>
<td>11.2573 (0.3805)</td>
<td>1</td>
<td>1.09</td>
<td>0.41</td>
</tr>
<tr>
<td>ARiS $- eB_{Lap}$</td>
<td>9.8811 (0.1401)</td>
<td>1</td>
<td>0.10</td>
<td>0.92</td>
</tr>
<tr>
<td>ARiS $- eB_{k=1000}$</td>
<td>10.0642 (0.1829)</td>
<td>1</td>
<td>0.07</td>
<td>0.95</td>
</tr>
<tr>
<td>Lasso</td>
<td>11.5735 (0.3479)</td>
<td>1</td>
<td>1.62</td>
<td>0.31</td>
</tr>
<tr>
<td>Lasso(cml)</td>
<td>10.6312 (0.3642)</td>
<td>1</td>
<td>1.59</td>
<td>0.34</td>
</tr>
<tr>
<td>AdaLasso</td>
<td>11.5925 (0.4178)</td>
<td>1</td>
<td>1.29</td>
<td>0.43</td>
</tr>
<tr>
<td>ElasticNet($\lambda_2 = 0$)</td>
<td>11.5735 (0.3479)</td>
<td>1</td>
<td>1.62</td>
<td>0.31</td>
</tr>
<tr>
<td>nn $- Garrote$</td>
<td>12.8139 (0.4729)</td>
<td>1</td>
<td>3.43</td>
<td>0.01</td>
</tr>
<tr>
<td>Ridge</td>
<td>15.1850 (0.4721)</td>
<td>1</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>Ols</td>
<td>15.3540 (0.3310)</td>
<td>1</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>$n = 100$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ARiS($\eta = 0$)</td>
<td>9.2237 (0.0404)</td>
<td>1</td>
<td>0.36</td>
<td>0.71</td>
</tr>
<tr>
<td>ARiS $- eB_{Lap}$</td>
<td>9.1452 (0.0172)</td>
<td>1</td>
<td>0.04</td>
<td>0.97</td>
</tr>
<tr>
<td>ARiS $- eB_{k=1000}$</td>
<td>9.1531 (0.0172)</td>
<td>1</td>
<td>0.05</td>
<td>0.96</td>
</tr>
<tr>
<td>Lasso</td>
<td>9.3343 (0.0503)</td>
<td>1</td>
<td>1.99</td>
<td>0.21</td>
</tr>
<tr>
<td>Lasso(cml)</td>
<td>9.2238 (0.0437)</td>
<td>1</td>
<td>1.28</td>
<td>0.40</td>
</tr>
<tr>
<td>AdaLasso</td>
<td>9.3025 (0.0578)</td>
<td>1</td>
<td>1.27</td>
<td>0.31</td>
</tr>
<tr>
<td>ElasticNet($\lambda_2 = 0$)</td>
<td>9.3343 (0.0503)</td>
<td>1</td>
<td>1.99</td>
<td>0.21</td>
</tr>
<tr>
<td>nn $- Garrote$</td>
<td>9.5324 (0.0460)</td>
<td>1</td>
<td>3.35</td>
<td>0.01</td>
</tr>
<tr>
<td>Ridge</td>
<td>9.8868 (0.0610)</td>
<td>1</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>Ols</td>
<td>9.7112 (0.0596)</td>
<td>1</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>$\sigma = 6$ $n = 20$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ARiS($\eta = 0$)</td>
<td>45.6378 (0.7751)</td>
<td>0.89</td>
<td>1.26</td>
<td>0.28</td>
</tr>
<tr>
<td>ARiS $- eB_{Lap}$</td>
<td>40.3920 (0.7669)</td>
<td>0.87</td>
<td>0.28</td>
<td>0.76</td>
</tr>
<tr>
<td>ARiS $- eB_{k=1000}$</td>
<td>41.4490 (0.7836)</td>
<td>0.86</td>
<td>0.23</td>
<td>0.80</td>
</tr>
<tr>
<td>Lasso</td>
<td>45.0416 (1.0000)</td>
<td>0.96</td>
<td>1.72</td>
<td>0.23</td>
</tr>
<tr>
<td>Lasso(cml)</td>
<td>42.2038 (1.0688)</td>
<td>0.96</td>
<td>1.61</td>
<td>0.30</td>
</tr>
<tr>
<td>AdaLasso</td>
<td>45.1020 (1.5670)</td>
<td>0.9</td>
<td>1.64</td>
<td>0.30</td>
</tr>
<tr>
<td>ElasticNet($\lambda_2 = 0$)</td>
<td>45.0416 (1.0000)</td>
<td>0.96</td>
<td>1.72</td>
<td>0.23</td>
</tr>
<tr>
<td>nn $- Garrote$</td>
<td>55.4879 (2.8182)</td>
<td>0.98</td>
<td>5.15</td>
<td>0</td>
</tr>
<tr>
<td>Ridge</td>
<td>53.4027 (1.1883)</td>
<td>1</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>Ols</td>
<td>60.8385 (2.5876)</td>
<td>1</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>$n = 100$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ARiS($\eta = 0$)</td>
<td>36.9999 (0.1633)</td>
<td>1</td>
<td>0.35</td>
<td>0.72</td>
</tr>
<tr>
<td>ARiS $- eB_{Lap}$</td>
<td>36.5987 (0.1946)</td>
<td>1</td>
<td>0.06</td>
<td>0.97</td>
</tr>
<tr>
<td>ARiS $- eB_{k=1000}$</td>
<td>36.8319 (0.1794)</td>
<td>1</td>
<td>0.04</td>
<td>0.96</td>
</tr>
<tr>
<td>Lasso</td>
<td>37.7736 (0.1582)</td>
<td>1</td>
<td>1.99</td>
<td>0.24</td>
</tr>
<tr>
<td>Lasso(cml)</td>
<td>37.0283 (0.1826)</td>
<td>1</td>
<td>1.1</td>
<td>0.47</td>
</tr>
<tr>
<td>AdaLasso</td>
<td>37.7555 (0.2429)</td>
<td>1</td>
<td>1.24</td>
<td>0.50</td>
</tr>
<tr>
<td>ElasticNet($\lambda_2 = 0.01$)</td>
<td>37.5619 (0.1634)</td>
<td>1</td>
<td>1.75</td>
<td>0.31</td>
</tr>
<tr>
<td>nn $- Garrote$</td>
<td>38.5477 (0.2468)</td>
<td>1</td>
<td>5.07</td>
<td>0</td>
</tr>
<tr>
<td>Ridge</td>
<td>38.7256 (0.2456)</td>
<td>1</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>Ols</td>
<td>38.8450 (0.1913)</td>
<td>1</td>
<td>7</td>
<td>0</td>
</tr>
</tbody>
</table>
chosen predictors and the proportion of cases (out of 100) where the correct model was found by the method.

The bootstrap standard error was calculated by generating 500 bootstrap samples from each of the 100 cases, finding the median MSE for each case, and then calculating the standard error of these medians. Lasso, adalasso (adaptive lasso), elastic net, nonnegative garrote, ridge and ordinary least squares estimates are computed along with the ARiS estimate. ARiS hyper-parameter $\eta$ is determined both by the Laplace approximation and the numerical integration to the marginal likelihood. In each example the numerical integration step of ARiS-eB is carried out for values of $k = 3, 10, 100, 1000$ and only the best result is reported. This is a rather arbitrary choice and will depend upon the number of samples drawn. Model 3 is the only example where the best value chosen consistently is $k = 1000$. For the ridge estimator, the ridge parameter is determined by a GCV (generalized cross-validation) type statistic, while for all the others we use 10-fold cross-validation for the choice of the tuning parameters. We also consider the lasso where the tuning parameter is chosen by the method of Yuan and Lin (2005). We also report the results for the particular case of $\eta = 0$.

Model 3 demonstrates the most striking feature of the ARiS algorithm, the ability to identify the correct model under sparse setups. When utilized along with the empirical Bayes step, it is able to identify the correct model in a very large proportion of cases with very low prediction error. This is especially surprising for the cases where $n = 20$ ($\sigma = 3, 6$). In the case where $n = 100$ and $\eta = 0$ the algorithm still outperforms all other methods in terms of correct model choice and MSE.

Among all the variants of lasso (lasso, adaptive lasso, elastic net, lasso(CML)), lasso(CML) is optimal in terms of prediction accuracy. In the case of $n = 100$,
its prediction error is almost identical to that of ARiS(\(\eta = 0\)) but correct model identification is significantly weaker.

One interesting observation here is that a cross-validation approach may not accurately choose the tuning parameter for the lasso-variants. For example, as we moved from \(n = 20\) to \(n = 100\), the proportion of cases where the correct model was chosen decreased for all the lasso-variants except lasso(CML) where the tuning parameter is chosen via an empirical Bayes step similar to our approach. The nonnegative garrote estimator performs quite poorly in this situation along with the ridge and ols estimators. Results indicate that the ARiS provides superior performance for model 3.

In the case of model 1, for \(n = 100\), \(\sigma = 3\) ARiS performs best in terms of prediction accuracy and strongly outperforms other algorithms in terms of model selection accuracy. ARiS(\(\eta = 0\)) outperformed other versions which required a search over the solution path. Both the Laplace approximation and the numerical integration fail to detect this value of \(\eta\). For the case of \(n = 20\), ARiS performs within a standard error of all the other estimators in terms of prediction accuracy, yet does better in terms of model selection accuracy. The ridge estimator does almost as well as the lasso-variants in terms of prediction accuracy. Similar results follow for the case \(n = 100\), \(\sigma = 6\). However, elastic net seems to have slightly lower prediction error. The case \(n = 20\), \(\sigma = 6\) shows fairly weak results across all estimators.

Model 2 demonstrates the biggest weakness of the ARiS and several other estimators. When there are many small effects present in the underlying model, these estimators do not perform well since they favor parsimony. For all cases the clear winner is the ridge estimator.

Here we also conduct an experiment to investigate the model selection consistency of our special case when \(\eta = 0\) for the joint maximization or the equivalent \(\eta = -1\) case
Table 4.5: Model selection accuracy of ARiS.

<table>
<thead>
<tr>
<th></th>
<th>σ = 1</th>
<th>σ = 3</th>
<th>σ = 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n = 20</td>
<td>0.567</td>
<td>0.178</td>
<td>0.014</td>
</tr>
<tr>
<td>n = 100</td>
<td>0.777</td>
<td>0.734</td>
<td>0.388</td>
</tr>
<tr>
<td>n = 500</td>
<td>0.800</td>
<td>0.785</td>
<td>0.792</td>
</tr>
<tr>
<td>Model 2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n = 20</td>
<td>0.184</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>n = 100</td>
<td>0.999</td>
<td>0.024</td>
<td>0</td>
</tr>
<tr>
<td>n = 500</td>
<td>1</td>
<td>0.990</td>
<td>0.080</td>
</tr>
<tr>
<td>Model 3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n = 20</td>
<td>0.579</td>
<td>0.583</td>
<td>0.509</td>
</tr>
<tr>
<td>n = 100</td>
<td>0.746</td>
<td>0.737</td>
<td>0.714</td>
</tr>
<tr>
<td>n = 500</td>
<td>0.750</td>
<td>0.784</td>
<td>0.740</td>
</tr>
<tr>
<td>Model 4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n = 20</td>
<td>0.522</td>
<td>0.116</td>
<td>0.039</td>
</tr>
<tr>
<td>n = 100</td>
<td>0.725</td>
<td>0.549</td>
<td>0.176</td>
</tr>
<tr>
<td>n = 500</td>
<td>0.768</td>
<td>0.759</td>
<td>0.636</td>
</tr>
</tbody>
</table>

for the marginal maximization. Recall that these two values respectively correspond to a flat and a scale-invariant prior on $v_j^{-1}$ in the limit as $\mu \to 0$. We have previously experimented with three models: (i) one with moderate number of moderate effects, (ii) one with many small effect, and (iii) one with one large effect. Here we add a fourth model which has one large effect and one small effect.

**Model 4:** We use the same setup as model 1 with $\beta = (5, 0, 0, 0, 0.85, 0, 0, 0)'$. One thousand data sets for each combination of model, sample size ($n = 20, 100, 500$) and noise variance ($\sigma = 1, 3, 6$). Table 4.5 gives the proportion of times the correct model was identified by ARiS under each circumstance. Figure 4.1 also contrasts the $\text{MSE}$s resulting from the OLS and ARiS estimators for these four different models. Following Tibshirani (1996) the mean-squared error of an estimate $X\hat{\beta}$ is computed as $\text{MSE} = \mathbb{E}\left((X\hat{\beta} - X\beta)^2\right)$. The expectation of this quantity with respect to the joint distribution of $X$ and $y$ with fixed $\hat{\beta}$ is $\left(\hat{\beta} - \beta\right)'\Sigma\left(\hat{\beta} - \beta\right)$ where $\Sigma$ is the population covariance matrix of $X$. In fact, assuming $\hat{\beta}$ is a fixed quantity, $\text{MSE}$ only consists of a squared bias term.
Figure 4.1: \(\text{MSE}\) values for ARiS(\(\eta = 0\)) (solid lines) vs. OLS (dashed lines) estimator for model 1,2,3,4. Sample size increases in the direction \(\downarrow\) as 20, 100 and 500 while residual standard deviation increases in the direction \(\rightarrow\) as 1, 3 and 6.
**Student-t Setup**

Having contrasted the ARiS estimator with a number of others under the normal setup, here we contrast it with ARiS-t which is obtained via modeling the data with a scale mixtures of normals as explained in Section 3.2. In this section we utilize a 10-fold cross-validation procedure for both methods to choose from a course grid of \(\eta(0, 0.001, 0.01, 0.1, 1)\) and \(v = (.5, 2, 5, 10, 30, 100, 1000)\) values. The underlying models are generated by the same protocols that were used before and are again named Model 1,2 and 3. This time we contaminate 10% of the data by extra noise introduced by \(\mathcal{N}(0, \sigma_c^2)\) for two \(\sigma_c\) values, 10 and 20. As in the earlier examples we use two different levels of sample size \(n = 20, 100\), and add an additional level of noise variance, \(\sigma = 1, 3, 6\). Results are presented in tables 4.6 and 4.7.

In the case of \(\sigma_c = 10\), the only significant improvement is observed when \(\sigma = 1\). This is due to the absorption of the contamination by the underlying noise for the cases of \(\sigma = 3\) and \(\sigma = 6\). In the case of \(\sigma_c = 20\), the improvement carries onto the \(\sigma = 3\) case as well. As the magnitude of the contamination increases ARiS-t becomes more advantageous.

### 4.2 Real Data Sets

#### 4.2.1 Diabetes Data

Here we use the diabetes data originally analyzed in Efron et al. (2004). There are ten baseline variables, age, sex, body mass index (bmi), average blood pressure (map) and six blood serum measurements (tc, ldl,_hdl, tch, ltg, glu) as well as a response variable, a quantitative measure of disease progression one year after baseline; \(n = 442\) cases
Table 4.6: Results for $\sigma_c = 10$.

<table>
<thead>
<tr>
<th>Model</th>
<th>$\sigma$</th>
<th>$n$</th>
<th>MSE (Sd)</th>
<th>C</th>
<th>I</th>
<th>CM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1</td>
<td>1</td>
<td>20</td>
<td>ARiS</td>
<td>5.2732 (1.0725)</td>
<td>2.47</td>
<td>1.35</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ARiS - $t$</td>
<td>2.8307 (0.1584)</td>
<td>2.82</td>
<td>1.73</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ARiS</td>
<td>1.7719 (0.0798)</td>
<td>2.99</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ARiS - $t$</td>
<td>1.2441 (0.0299)</td>
<td>3</td>
<td>1.31</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>20</td>
<td>ARiS</td>
<td>17.8392 (0.6190)</td>
<td>2.19</td>
<td>1.52</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ARiS - $t$</td>
<td>16.9201 (0.9723)</td>
<td>2.26</td>
<td>1.67</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ARiS</td>
<td>10.5035 (0.1598)</td>
<td>2.87</td>
<td>1.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ARiS - $t$</td>
<td>9.9816 (0.1257)</td>
<td>2.94</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>20</td>
<td>ARiS</td>
<td>57.8068 (1.6903)</td>
<td>1.41</td>
<td>1.34</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ARiS - $t$</td>
<td>58.9853 (2.2114)</td>
<td>1.46</td>
<td>1.46</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>100</td>
<td>ARiS</td>
<td>39.9456 (0.3487)</td>
<td>2.61</td>
<td>1.59</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ARiS - $t$</td>
<td>39.7621 (0.3473)</td>
<td>2.67</td>
<td>1.74</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>20</td>
<td>ARiS</td>
<td>20.1101 (0.5071)</td>
<td>3.26</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ARiS - $t$</td>
<td>19.4910 (0.7102)</td>
<td>3.66</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>100</td>
<td>ARiS</td>
<td>11.3175 (0.2062)</td>
<td>6.95</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ARiS - $t$</td>
<td>10.5497 (0.0744)</td>
<td>7.31</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>20</td>
<td>ARiS</td>
<td>55.9146 (1.4794)</td>
<td>2.59</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ARiS - $t$</td>
<td>55.4070 (1.7295)</td>
<td>2.68</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>100</td>
<td>ARiS</td>
<td>41.1967 (0.1974)</td>
<td>5.61</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ARiS - $t$</td>
<td>41.0093 (0.3300)</td>
<td>5.24</td>
<td>0</td>
</tr>
<tr>
<td>Model 2</td>
<td>1</td>
<td>20</td>
<td>ARiS</td>
<td>7.8928 (0.6474)</td>
<td>4.88</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ARiS - $t$</td>
<td>3.7783 (0.1903)</td>
<td>6.42</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ARiS</td>
<td>2.1779 (0.1261)</td>
<td>7.68</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ARiS - $t$</td>
<td>1.2621 (0.0267)</td>
<td>7.92</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>20</td>
<td>ARiS</td>
<td>20.1101 (0.5071)</td>
<td>3.26</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ARiS - $t$</td>
<td>19.4910 (0.7102)</td>
<td>3.66</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ARiS</td>
<td>11.3175 (0.2062)</td>
<td>6.95</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ARiS - $t$</td>
<td>10.5497 (0.0744)</td>
<td>7.31</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>20</td>
<td>ARiS</td>
<td>55.9146 (1.4794)</td>
<td>2.59</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ARiS - $t$</td>
<td>55.4070 (1.7295)</td>
<td>2.68</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>100</td>
<td>ARiS</td>
<td>41.1967 (0.1974)</td>
<td>5.61</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ARiS - $t$</td>
<td>41.0093 (0.3300)</td>
<td>5.24</td>
<td>0</td>
</tr>
<tr>
<td>Model 3</td>
<td>1</td>
<td>20</td>
<td>ARiS</td>
<td>2.2117 (0.2175)</td>
<td>1</td>
<td>1.15</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ARiS - $t$</td>
<td>1.5880 (0.1031)</td>
<td>1</td>
<td>1.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ARiS</td>
<td>1.5335 (0.0642)</td>
<td>1</td>
<td>0.56</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ARiS - $t$</td>
<td>1.2724 (0.0671)</td>
<td>1</td>
<td>1.18</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>20</td>
<td>ARiS</td>
<td>12.2746 (0.7873)</td>
<td>0.99</td>
<td>1.37</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ARiS - $t$</td>
<td>11.5989 (0.5967)</td>
<td>0.99</td>
<td>1.57</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ARiS</td>
<td>9.6844 (0.1055)</td>
<td>1</td>
<td>0.66</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ARiS - $t$</td>
<td>9.5581 (0.1156)</td>
<td>1</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>20</td>
<td>ARiS</td>
<td>52.1999 (4.2667)</td>
<td>0.78</td>
<td>1.18</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ARiS - $t$</td>
<td>55.6111 (3.8153)</td>
<td>0.82</td>
<td>1.17</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>100</td>
<td>ARiS</td>
<td>37.3368 (0.2655)</td>
<td>1</td>
<td>1.14</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ARiS - $t$</td>
<td>37.2309 (0.1836)</td>
<td>1</td>
<td>0.98</td>
</tr>
</tbody>
</table>
Table 4.7: Results for $\sigma_c = 20$.

<table>
<thead>
<tr>
<th>Model</th>
<th>$\sigma$</th>
<th>$n$</th>
<th>MSE (Sd)</th>
<th>C</th>
<th>I</th>
<th>CM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>ARiS</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 1</td>
<td>$\sigma = 1$</td>
<td>$n = 20$</td>
<td>15.6786 (2.5786)</td>
<td>1.91</td>
<td>1.51</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ARiS – t</td>
<td>5.3514 (0.9097)</td>
<td>2.55</td>
<td>1.58</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ARiS</td>
<td>4.2165 (0.4098)</td>
<td>2.85</td>
<td>1.18</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ARiS – t</td>
<td>1.6617 (0.1412)</td>
<td>2.94</td>
<td>1.53</td>
</tr>
<tr>
<td></td>
<td>$\sigma = 3$</td>
<td>$n = 20$</td>
<td>27.0979 (2.1684)</td>
<td>1.79</td>
<td>1.57</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ARiS</td>
<td>17.9485 (0.9062)</td>
<td>2.03</td>
<td>1.42</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ARiS – t</td>
<td>13.0048 (0.3020)</td>
<td>2.67</td>
<td>1.24</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ARiS – t</td>
<td>10.5156 (0.1742)</td>
<td>2.84</td>
<td>1.22</td>
</tr>
<tr>
<td></td>
<td>$\sigma = 6$</td>
<td>$n = 20$</td>
<td>65.8497 (3.5447)</td>
<td>1.13</td>
<td>1.17</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ARiS</td>
<td>60.6089 (2.5987)</td>
<td>1.4</td>
<td>1.45</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ARiS – t</td>
<td>43.4620 (0.6791)</td>
<td>2.47</td>
<td>2.22</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ARiS – t</td>
<td>41.2204 (0.4121)</td>
<td>2.51</td>
<td>2.1</td>
</tr>
<tr>
<td>Model 2</td>
<td>$\sigma = 1$</td>
<td>$n = 20$</td>
<td>15.2099 (1.3416)</td>
<td>3.4</td>
<td>0</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ARiS – t</td>
<td>7.7472 (1.0183)</td>
<td>4.79</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ARiS</td>
<td>5.4633 (0.3394)</td>
<td>6.78</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ARiS – t</td>
<td>1.6485 (0.0988)</td>
<td>7.64</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$\sigma = 3$</td>
<td>$n = 20$</td>
<td>25.3197 (1.0193)</td>
<td>2.73</td>
<td>0</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ARiS</td>
<td>21.1522 (0.8861)</td>
<td>3.23</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ARiS – t</td>
<td>14.6959 (0.3444)</td>
<td>6.05</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ARiS – t</td>
<td>10.9480 (0.1734)</td>
<td>7.09</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$\sigma = 6$</td>
<td>$n = 20$</td>
<td>56.8565 (1.7079)</td>
<td>2.12</td>
<td>0</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ARiS</td>
<td>54.2452 (1.4603)</td>
<td>2.06</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ARiS – t</td>
<td>44.4648 (0.6366)</td>
<td>4.28</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ARiS – t</td>
<td>42.1942 (0.3727)</td>
<td>4.99</td>
<td>0</td>
</tr>
<tr>
<td>Model 3</td>
<td>$\sigma = 1$</td>
<td>$n = 20$</td>
<td>6.0621 (1.3163)</td>
<td>0.93</td>
<td>1.21</td>
<td>0.54</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ARiS – t</td>
<td>3.0622 (0.4213)</td>
<td>1</td>
<td>1.43</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ARiS</td>
<td>2.9015 (0.2510)</td>
<td>1</td>
<td>0.51</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ARiS – t</td>
<td>2.0073 (0.1474)</td>
<td>1</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td>$\sigma = 3$</td>
<td>$n = 20$</td>
<td>17.0510 (1.7611)</td>
<td>0.94</td>
<td>1.41</td>
<td>0.51</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ARiS</td>
<td>13.2317 (0.7918)</td>
<td>0.97</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ARiS – t</td>
<td>10.8986 (0.2119)</td>
<td>1</td>
<td>0.62</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ARiS – t</td>
<td>10.2499 (0.1591)</td>
<td>1</td>
<td>1.05</td>
</tr>
<tr>
<td></td>
<td>$\sigma = 6$</td>
<td>$n = 20$</td>
<td>61.3606 (2.7082)</td>
<td>0.74</td>
<td>1.48</td>
<td>0.39</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ARiS</td>
<td>59.7560 (2.0970)</td>
<td>0.8</td>
<td>1.79</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ARiS – t</td>
<td>38.6686 (0.3668)</td>
<td>1</td>
<td>0.85</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ARiS – t</td>
<td>38.0756 (0.4615)</td>
<td>1</td>
<td>1.28</td>
</tr>
</tbody>
</table>
Table 4.8: Models for ARiS and lasso solution paths.

<table>
<thead>
<tr>
<th>ARiS</th>
<th>lasso</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full model</td>
<td>Full model</td>
</tr>
<tr>
<td>sex,bmi,map,tc,ldl,tch,ltg,glu</td>
<td>age,sex,bmi,map,tc,ldl,tch,ltg,glu</td>
</tr>
<tr>
<td>sex,bmi,map,tc,ldl,tch,ltg</td>
<td>sex,bmi,map,tc,ldl,tch,ltg,glu</td>
</tr>
<tr>
<td>sex,bmi,map,tc,tch,ltg</td>
<td>sex,bmi,map,tc,tch,ltg,glu</td>
</tr>
<tr>
<td>bmi,map,tch,ltg</td>
<td>sex,bmi,map,ltg,glu</td>
</tr>
<tr>
<td>bmi,ltg</td>
<td>bmi</td>
</tr>
<tr>
<td>bmi</td>
<td>bmi</td>
</tr>
<tr>
<td>Null model</td>
<td>bmi,map,ltg</td>
</tr>
<tr>
<td>-</td>
<td>bmi,ltg</td>
</tr>
<tr>
<td>-</td>
<td>bmi</td>
</tr>
<tr>
<td>-</td>
<td>Null model</td>
</tr>
</tbody>
</table>

were observed. Predictors are standardized to have zero mean and unit length, and the response is centered. This data can be obtained in R under the package lars.

We fit a linear model to the response using all the previously considered methods for the simulated data examples under the normal case. Results presented in table 4.9 are obtained by randomly assigning 42 observations to a testing set and using the remaining as a training set. This is repeated 100 times and median values for prediction error and coefficient of determination are presented. Also an average number of variables kept in the model is given for these 100 cases along with bootstrap standard errors (in parentheses, for 500 bootstrap samples) for MSE and $R^2$.

There are no significant differences among the prediction errors achieved by the different methods considering the standard errors. However, ARiS manages to fit a sparser model than the competing estimators while keeping the prediction error within a comparable region. Figure 4.2 shows the solution path of the algorithm with respect to $\eta$. This path is obtained by increasing $\eta$ values in increments of 0.1. This also yields a list of potential subsets to be considered. Table 4.8 contrasts the potential models along the solution path of ARiS with those of lasso.
Figure 4.2: Solution path for the diabetes data with respect to $\eta$.

Table 4.9: Results for Diabetes data.

<table>
<thead>
<tr>
<th>Method</th>
<th>MSE (Sd)</th>
<th>$R^2$ (Sd)</th>
<th>No. of Var.</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARiS($\eta = 0$)</td>
<td>3020.9308 (42.9675)</td>
<td>0.4853 (0.0168)</td>
<td>6</td>
</tr>
<tr>
<td>ARiS - $eB_{Lap}$</td>
<td>3062.5430 (59.2229)</td>
<td>0.4761 (0.0198)</td>
<td>6.7</td>
</tr>
<tr>
<td>ARiS - $eB_{k=3}$</td>
<td>3028.1413 (37.5719)</td>
<td>0.4804 (0.0155)</td>
<td>6</td>
</tr>
<tr>
<td>Lasso</td>
<td>3003.2556 (49.2946)</td>
<td>0.4889 (0.0150)</td>
<td>9</td>
</tr>
<tr>
<td>Lasso(cml)</td>
<td>2978.8661 (46.0926)</td>
<td>0.4956 (0.0162)</td>
<td>7.8</td>
</tr>
<tr>
<td>AdaLasso</td>
<td>3048.0327 (52.5579)</td>
<td>0.4708 (0.0153)</td>
<td>7</td>
</tr>
<tr>
<td>ElasticNet($\lambda_2 = 0.01$)</td>
<td>2990.9332 (47.5049)</td>
<td>0.4909 (0.0160)</td>
<td>8.6</td>
</tr>
<tr>
<td>nn - Garrote</td>
<td>3010.9086 (55.6293)</td>
<td>0.4842 (0.0159)</td>
<td>10</td>
</tr>
<tr>
<td>Ridge</td>
<td>3037.0677 (55.8977)</td>
<td>0.4887 (0.0166)</td>
<td>10</td>
</tr>
<tr>
<td>Ols</td>
<td>3010.8947 (51.6668)</td>
<td>0.4842 (0.0160)</td>
<td>10</td>
</tr>
</tbody>
</table>
4.2.2 Prostate Cancer Data

The prostate cancer data come from a study by Stamey et al. (1989) that examined the correlation between the level of prostate specific antigen and a number of clinical measures, in men who were about to receive a radical prostatectomy. The factors were \( \log(\text{cancer volume}) \) (lcavol), \( \log(\text{prostate weight}) \) (lweight), age, \( \log(\text{benign prostatic hyperplasia amount}) \) (lbph), seminal vesicle invasion (svi), \( \log(\text{capsular penetration}) \) (lcp), Gleason score (gleason) and percentage Gleason scores 4 or 5 (pfg45). A linear model is fit to \( \log(\text{prostate specific antigen}) \) (lpsa) having scaled the predictors to have unit norm and centered the response. Results are presented in table 4.11.

Results presented in table 4.11 are obtained by randomly assigning 7 observations to a testing set and using the remaining as a training set. The same procedure is followed as for diabetes data set.

Again in this example, the prediction errors are not significantly different from each other. However ARiS and nonnegative garrote are able to achieve the same level of prediction error with much sparser models than what other methods offer. Figure 4.3 shows the solution path of the algorithm with respect to \( \eta \). Table 4.10 again contrasts the potential models along the solution path of ARiS with those of lasso.

<table>
<thead>
<tr>
<th>ARiS</th>
<th>lasso</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full model</td>
<td>Full model</td>
</tr>
<tr>
<td>lcavol,lweight,age.lbph,svi,lcp,pfg45</td>
<td>lcavol,lweight,age.lbph,svi.gleason,pfg45</td>
</tr>
<tr>
<td>lcavol,lweight,age.lbph,svi</td>
<td>lcavol,lweight,age.lbph,svi,pfg45</td>
</tr>
<tr>
<td>lcavol,lweight,lbph,svi</td>
<td>lcavol,lweight,lbph,svi</td>
</tr>
<tr>
<td>lcavol,lweight,svi</td>
<td>lcavol,lweight,svi</td>
</tr>
<tr>
<td>lcavol</td>
<td>lcavol</td>
</tr>
<tr>
<td>Null Model</td>
<td>Null model</td>
</tr>
</tbody>
</table>
Figure 4.3: Solution path for the prostate cancer data with respect to $\eta$.

Table 4.11: Results for Prostate Cancer data.

<table>
<thead>
<tr>
<th>Method</th>
<th>MSE (Sd)</th>
<th>$R^2$ (Sd)</th>
<th>No. of Var.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$ARiS(\eta = 0)$</td>
<td>0.4956 (0.0423)</td>
<td>0.4713 (0.0422)</td>
<td>3.1</td>
</tr>
<tr>
<td>$ARiS - eB_{Lap}$</td>
<td>0.5284 (0.0404)</td>
<td>0.4250 (0.0475)</td>
<td>1.1</td>
</tr>
<tr>
<td>$ARiS - eB_{k=3}$</td>
<td>0.4310 (0.0508)</td>
<td>0.4225 (0.0409)</td>
<td>3.2</td>
</tr>
<tr>
<td>Lasso</td>
<td>0.4796 (0.0497)</td>
<td>0.4897 (0.0413)</td>
<td>6.1</td>
</tr>
<tr>
<td>Lasso(cml)</td>
<td>0.4745 (0.0436)</td>
<td>0.4938 (0.0388)</td>
<td>6.1</td>
</tr>
<tr>
<td>AdaLasso</td>
<td>0.5159 (0.0228)</td>
<td>0.5654 (0.0289)</td>
<td>5.1</td>
</tr>
<tr>
<td>$ElasticNet(\lambda_2 = 0.1)$</td>
<td>0.4649 (0.0438)</td>
<td>0.5051 (0.0323)</td>
<td>6.3</td>
</tr>
<tr>
<td>nn – Garrote</td>
<td>0.5274 (0.0358)</td>
<td>0.4074 (0.0449)</td>
<td>2.6</td>
</tr>
<tr>
<td>Ridge</td>
<td>0.4567 (0.0490)</td>
<td>0.5161 (0.0362)</td>
<td>8</td>
</tr>
<tr>
<td>Ols</td>
<td>0.4410 (0.0430)</td>
<td>0.4898 (0.0504)</td>
<td>8</td>
</tr>
</tbody>
</table>
Chapter 5

Conclusion

We have introduced a new simultaneous shrinkage estimation and model selection procedure, ARiS, which makes use of a hierarchical model and enforces parsimony. The method combines an efficient optimization procedure which is tailored to the fully conditional posterior densities with various techniques to derive and maximize the marginal likelihood. This development, although radically different in detail, is similar in spirit to modern implementation of the lasso which has been described as a Bayesian procedure which combines a normal likelihood with a Laplace prior on the regression coefficients; see Tibshirani (1996).

Considering the simulation results of Section 4, we note two key features of the ARiS: (i) its superior prediction and model selection accuracy when the underlying model is sparse, and (ii) the significant improvement in performance accompanying an increase in the sample size indicating asymptotic consistency.

Computationally, for a specific $\eta$ value, ARiS requires one matrix inversion at each iteration. This point is obvious from the description of the method as a series of ridge regressions. Thus the computational cost for each iteration of ARiS is at most $O(p^3)$. In practice, because variables are eliminated throughout the procedure, the cost often
decreases dramatically with each iteration. Our experiments indicate fast convergence of this procedure across sample sizes. Lasso methods offer a computational advantage due to the lars algorithm (Efron et al., 2004) which can compute the entire solution path of the lasso with the cost of a single OLS estimator. However, our experimental results indicate that these methods are often inferior in terms of model selection and prediction accuracy. The special case ARiS($\eta = 0$)* also provides very promising results asymptotically. This is especially exciting since this procedure requires no search over $\eta$, thus is computationally much more efficient.

Large scale experiments have shown that the procedure remains computationally feasible in situations where the number of predictor variables is very large. Hence the proposed method offers the most advantage in problems where one is attempting to select a small or moderate number of variables from a large initial group, a common situation in many modern statistical and data mining applications. An open issue is the empirical Bayes step via numerical integration.

Due to the large scale simulations throughout our experiments we have only drawn 1000 samples for the integration of $v^{-1}$. Obviously in practice a much larger set of samples could be drawn at little additional cost particularly for sparse models. The process should become more stable as we draw larger samples. In such a case, the choice of $k$ may just be fixed at a larger value, i.e. $k = 1000$. We conducted an experiment for model 1 in Section 4.1, with $n = 100$ and $\sigma = 3$. We changed the number of samples drawn for the integration of $v_j^{-1}$ from 1000 to 100000. The behavior of log-marginal likelihood can be seen in figure 5.1 for varying $k$ and samples drawn. Panels (a)-(c) demonstrate the log-marginal likelihood profiles for 1000, 10000 and 100000 samples drawn for numerical integration. Observe that variation for $k = 1000$ case becomes progressively smaller, yet is not very smooth. The maximum appears

*or ARiS($\eta = -1$) for the solution obtained via the EM procedure, i.e. the marginal mode for $\beta$. 
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Figure 5.1: Log-marginal likelihood plotted against $\eta$ values. Solid, dashed, dotted and dot-dash lines stand respectively for $k = 3, 10, 100, 1000$. 
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to occur around the same $\eta$ value for $k = 3, 10, 100$ while the maximum for $k = 1000$ occurs at a slightly larger $\eta$ value. The larger number of samples drawn, the more expensive and infeasible the procedure becomes computationally. In our examples, we contrasted different $k$ values to understand which gave better results under different circumstances. $k = 1000$ gives the best results in situations where our method is most suitable for, i.e., sparse setups. This is sensible since larger $k$ values appear to choose larger $\eta$ as optimal.

Here are also two immediate research ideas that could follow this dissertation:

i. I would like to explore further properties of the ARiS, such as whether it is an oracle procedure. Let $\mathcal{A} = \{j : \beta^*_j \neq 0\}$ and further assume $|\mathcal{A}| = p_0 < p$, i.e., the true model depends only on a subset of the predictors. Denote the estimator $\hat{\beta}(\delta)$ obtained by a fitting procedure $\delta$. Using the language of Fan and Li (2001), $\delta$ is an oracle procedure if $\hat{\beta}(\delta)$ asymptotically has the following properties:

- Identifies the right subset, $\{j : \hat{\beta}_j \neq 0\} = \mathcal{A}$
- Has the optimal estimation rate, $\sqrt{n} \left( \hat{\beta}(\delta)_\mathcal{A} - \beta^*_\mathcal{A} \right) \rightarrow^d N(0, \Sigma^*)$, where $\Sigma^*$ is the covariance matrix knowing the true subset model.

ii. This very hierarchical setup can be exploited to do variable selection in the Bayesian analysis of the probit model. Following the structure given in Albert and Chib (1993), we can introduce the prior given in (2.23) for the regression coefficients and obtain a similar shrinkage effect. This will help us eliminate the redundant predictors from the model.
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Appendix
Appendix

A Some Useful Probability Density Functions

Univariate Normal Density

\[ p(\theta) = \frac{1}{\sqrt{2\pi}\sigma} \exp \left[ -\frac{1}{2\sigma^2} (\theta - \mu)^2 \right] \]  (A.1)

\( \mu \in \mathbb{R} \) location parameter, \( \sigma \in \mathbb{R}^+ \) scale parameter, \( \mathbb{E}(\theta) = \mu, \mathbb{V}(\theta) = \sigma^2 \), mode(\( \theta \))=\( \mu \)

Multivariate Normal Density

\[ p(\theta) = (2\pi)^{-p/2} |\Sigma|^{-1/2} \exp \left[ -\frac{1}{2} (\theta - \mu)' \Sigma^{-1} (\theta - \mu) \right] \]  (A.2)

\( \mu \) \( p \)-dimensional location parameter, \( \Sigma \) \( p \times p \) symmetric positive definite variance-covariance matrix, \( \mathbb{E}(\theta) = \mu, \mathbb{V}(\theta) = \Sigma \), mode(\( \theta \))=\( \mu \)

Univariate Student-\( t \) Density

\[ p(\theta) = \frac{\Gamma\left(\frac{\nu+1}{2}\right)}{\Gamma\left(\frac{\nu}{2}\right) \sqrt{\nu \pi \sigma}} \left[ 1 + \frac{1}{\nu} \left( \frac{\theta - \mu}{\sigma} \right)^2 \right]^{-(\nu+1)/2} \]  (A.3)

\( \mu \in \mathbb{R} \) location parameter, \( \sigma \in \mathbb{R}^+ \) scale parameter, \( \nu \in \mathbb{R}^+ \) degrees of freedom, \( \mathbb{E}(\theta) = \mu \) for \( \nu > 0 \), \( \mathbb{V}(\theta) = \frac{\nu}{\nu-2} \sigma^2 \) for \( \nu > 2 \), mode(\( \theta \))=\( \mu \)
Multivariate Student-$t$ Density

\[ p(\theta) = \frac{\Gamma \left( \frac{\nu+p}{2} \right)}{\Gamma \left( \frac{\nu}{2} \right)(\nu\pi)^{p/2}|\Sigma|^{-1/2}} \left[ 1 + \frac{1}{\nu} (\theta - \mu)' \Sigma^{-1} (\theta - \mu) \right]^{-\left(\frac{\nu+p}{2}\right)} \]  

(A.4)

$\mu$ $p$-dimensional location parameter, $\Sigma$ $p \times p$ symmetric positive definite scale matrix, $\nu \in \mathbb{R}^+$ degrees of freedom, $E(\theta) = \mu$ for $\nu > 1$, $V(\theta) = \frac{\nu}{\nu-2} \Sigma$ for $\nu > 2$, mode$(\theta) = \mu$

Laplace (Double Exponential) Density

\[ p(\theta) = \frac{1}{2\sigma} \exp \left( -\frac{|\theta - \mu|}{\sigma} \right) \]  

(A.5)

$\mu \in \mathbb{R}$ location parameter, $\sigma \in \mathbb{R}^+$, $E(\theta) = \mu$, $V(\theta) = 2\sigma^2$, mode$(\theta) = \mu$

Gamma Density

\[ p(\theta) = \frac{\beta^\alpha}{\Gamma(\alpha)} \theta^{\alpha-1} \exp(-\beta\theta) \]  

(A.6)

$\alpha \in \mathbb{R}^+$ shape parameter, $\beta \in \mathbb{R}^+$ inverse scale parameter, $E(\theta) = \alpha/\beta$, $V(\theta) = \frac{\alpha}{\beta^2}$, mode$(\theta) = \frac{\alpha-1}{\beta}$ for $\alpha \geq 1$ (Note that in our formulation $\eta = \alpha - 1$)

Inverse Gamma Density

\[ p(\theta) = \frac{\beta^\alpha}{\Gamma(\alpha)} \theta^{-(\alpha+1)} \exp(-\beta/\theta) \]  

(A.7)

$\alpha \in \mathbb{R}^+$ shape parameter, $\beta \in \mathbb{R}^+$ scale parameter, $E(\theta) = \frac{\beta}{\alpha-1}$ for $\alpha > 1$, $V(\theta) = \frac{\beta^2}{(\alpha-1)^2(\alpha-2)}$ for $\alpha > 2$, mode$(\theta) = \frac{\beta}{\alpha+1}$ for $\alpha \geq 1$

$\chi^2$ Density

\[ p(\theta) = \frac{2^{-\nu/2}}{\Gamma(\nu/2)} \theta^{\nu/2-1} \exp(-\theta/2) \]  

(A.8)

$\nu \in \mathbb{R}^+$ degrees of freedom, $E(\theta) = \nu$, $V(\theta) = 2\nu$, mode$(\theta) = \nu - 2$ for $\nu \geq 2$
Inverse $\chi^2$ Density

\[ p(\theta) = \frac{2^{-\nu/2}}{\Gamma(\nu/2)} \theta^{-(\nu/2+1)} \exp(-1/2\theta) \]  \hspace{1cm} (A.9)

$\nu \in \mathbb{R}^+$ degrees of freedom, $E(\theta) = \frac{1}{\nu-2}$ for $\nu > 2$, $V(\theta) = \frac{2}{(\nu-2)^2(\nu-4)}$ for $\nu > 4$, mode($\theta$) = $\frac{1}{\nu+2}$

Scaled Inverse $\chi^2$ Density

\[ p(\theta) = \frac{(\nu/2)^{\nu/2}}{\Gamma(\nu/2)} s^\nu \theta^{-(\nu/2+1)} \exp(-\nu s^2/2\theta) \]  \hspace{1cm} (A.10)

$\nu \in \mathbb{R}^+$ degrees of freedom, $s \in \mathbb{R}^+$ scale parameter, $E(\theta) = \frac{\nu}{\nu-2} s^2$ for $\nu > 2$, $V(\theta) = \frac{2\nu^2}{(\nu-2)^2(\nu-4)} s^4$ for $\nu > 4$, mode($\theta$) = $\frac{\nu}{\nu+2} s^2$
B Conditional Maximization

Let

\[ p(\theta|D) \propto p(D|\theta)p(\theta) \]  \hspace{1cm} (B.1)

be the unnormalized joint posterior distribution of the parameter set \( \theta = (\theta_1, \theta_2, ..., \theta_d)' \), \( d = 1, 2, ... \) and \( D \) denotes the data. If \( \tilde{\theta} = (\tilde{\theta}_1, \tilde{\theta}_2, ..., \tilde{\theta}_d)' \) is the joint posterior mode, then these values satisfy the equations

\[
\frac{\partial}{\partial \theta_1} p(\theta_1, \theta_2, ..., \theta_d|D) \bigg|_{\theta=\tilde{\theta}} = \cdots = \frac{\partial}{\partial \theta_d} p(\theta_1, \theta_2, ..., \theta_d|D) \bigg|_{\theta=\tilde{\theta}} = 0. \tag{B.2}
\]

These equations may be rewritten in terms of conditional and marginal distributions.

\[
\frac{\partial}{\partial \theta_1} p(\theta_1|\theta_2, ..., \theta_d, D) p(\theta_2, ..., \theta_d|D) \bigg|_{\theta=\tilde{\theta}} = 0
\]

\[
\vdots
\]

\[
\frac{\partial}{\partial \theta_d} p(\theta_d|\theta_1, ..., \theta_{d-1}, D) p(\theta_1, ..., \theta_{d-1}|D) \bigg|_{\theta=\tilde{\theta}} = 0 \tag{B.3}
\]

Provided that \( p(\tilde{\theta}_2, ..., \tilde{\theta}_d|D) \neq 0, \ldots, p(\tilde{\theta}_1, ..., \tilde{\theta}_{d-1}|D) \neq 0 \),

\[
\frac{\partial}{\partial \theta_1} p(\theta_1|\theta_2, ..., \theta_d, D) \bigg|_{\theta=\tilde{\theta}} = 0
\]

\[
\vdots
\]

\[
\frac{\partial}{\partial \theta_d} p(\theta_d|\theta_1, ..., \theta_{d-1}, D) \bigg|_{\theta=\tilde{\theta}} = 0. \tag{B.4}
\]

Equation (B.4) implies that the joint posterior mode \( \tilde{\theta} \) can be obtained via iterative conditional maximizations.
C Proofs of Theorems

Proof of Theorem 1. \( \beta \) and \( \sigma^2 \) can tractably be integrated out of (??). As a result of this integration, the only remaining terms that are dependent upon \( v_j \) are

\[
|X'X + V^{-1}|^{-1/2} |V|^{-1/2} \left( y'y - y'X (X'X + V^{-1})^{-1} X'y \right)^{-n/2} \prod_{j=1}^{p} p(v_j^{-1}). \tag{C.1}
\]

It will suffice to show that (C.1) is finitely integrable with respect to \( v_j^{-1} \).

\[
|X'X + V^{-1}|^{-1/2} |V|^{-1/2} = |X'X + I|^{-1/2} < |X'XV|^{-1/2} = |X'X|^{-1/2} |V|^{-1/2}, \tag{C.2}
\]

and

\[
y'X (X'X + V^{-1})^{-1} X'y \leq y'X (X'X)^{-1} X'y. \tag{C.3}
\]

Eliminating the terms again that are not dependent upon \( v_j \), we reduce (C.1) to

\[
|V|^{-1/2} \prod_{j=1}^{p} p(v_j^{-1}). \tag{C.4}
\]

Integrating (C.4) is equivalent to \( \prod_{j=1}^{p} \mathbb{E}v_j^{-1/2} \). This expectation is taken with respect to (3.4) and is finite for \( \mu > 0 \). \( \blacksquare \)
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